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About this document
The text in this handout has been adopted from: Tempfli, K., Kerle, N., Janssen, L.F., and Huurneman, G. (eds.), 2008, “Principles of Remote Sensing”, Fourth edition ISBN 90–6164–227–2, ITC, Enschede, The Netherlands.
Image interpretation
How to extract information from images? In general, information extraction methods from remote sensing images can be subdivided into two groups:

· Information extraction based on visual image interpretation. Typical examples of this approach are visual interpretation methods for land use or soil mapping. Also acquiring data for topographic mapping from aerial photographs is based on visual interpretation. Visual image interpretation is introduced in this chapter. 

· Information extraction based on semi-automatic processing by the computer. Examples include automatic generation of DTMs, digital image classification and calculation of surface parameters. 
In this module we only consider visual interpretation (of pre-processed images) as this is the most intuitive way to extract information from remote sensing images. 
Visual interpretation is based on our ability to relate colours and patterns in an image to real world features. We can interpret images displayed on a computer monitor or images given in a hardcopy form. How to convey the findings of an interpreter to somebody else? In everyday life we do it verbally but since thousands of years we also do it by mapping. We used to overlay a transparency on a photograph and outline an area which we recognized to have the property of interest. Doing so for all features of interest in a scene we obtained a map. The digital variant of this approach is to digitize – mostly done on-screen - points, lines, and areas and label these geometric entities to convey thematic attributes. This way we can obtain, e.g. a map of all vineyards in a certain area and the roads and tracks leading to them. Instead of interpreting and digitizing on a single image, we can use a stereo-image pair. The interpretation process is the same, we only need special devices for stereoscopic display and viewing and equipment, which allows us to properly measure in a stereogram.

Visual image interpretation is not as easy as it may seem before having a closer look; it requires training. Yet our eye-brain system is very well capable of doing the job. Actual image interpretation is application specific, adhering, however, to a common approach. Below we describe a practical approach.

Interpretation fundamentals

Human vision goes a step beyond the perception of colour: it deals with the ability of a person to draw conclusions from visual observations. In analyzing an image, typically you are somewhere between the following two situations: direct and ‘spontaneous recognition’, or using several clues to draw conclusions by a reasoning process (ie, ‘logical inference’).

Spontaneous recognition refers to the ability of an interpreter to identify objects or features at first glance. Consider Figure 4.1. An agronomist would immediately recognize the pivot irrigation systems with their circular shape. S/he would be able to do so because of earlier (professional) experience. Similarly, most people can directly relate what they see on an aerial photo to the terrain features of their place of living (because of ‘scene knowledge’). The quote from people that are shown an aerial photograph for the first time “I see because I know” refers to spontaneous recognition. 
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Figure 4.1: RS image of a rural landscape, the circular features are pivot irrigation systems. The area imaged is 5 km wide.
Logical inference means that the interpreter applies reasoning. In the reasoning the interpreter uses acquired professional knowledge and experience. Logical inference is, for example, concluding that a rectangular shape is a swimming pool because of its location in a garden near to the house. Sometimes logical inference alone is insufficient to interpret images; then field observations are required. Consider the aerial photograph in Figure 4.2. Are you able to interpret the material and function of the white mushroom like objects? A field visit would be required for most of us to relate the different features to elements of a house or settlement.
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Figure 4.2: mud huts of Labbezanga near the Niger river. Photo by Georg Gerster, 1972.

Interpretation elements

We need a set of terms to express characteristics of an image, which we use when interpreting the image. These characteristics are called interpretation elements and are used, for example, to define interpretation keys, which provide guidelines on how to recognize certain objects.

The following seven interpretation elements are distinguished: tone/hue, texture, pattern, shape, size, height/elevation, and location/association.
· Tone is defined as the relative brightness in a black-and-white image. Hue refers to the colour as defined in the HIS (intensity-hue-saturation) colour space. Tonal variations are an important interpretation element. The tonal expression of objects in the image is directly related to the amount of light reflected (or emitted) from the surface. Different types of rock, soil, or vegetation most likely have different tones. Variations in moisture conditions are also reflected as tonal differences in the image: increasing moisture content gives darker grey tones. Variations in hue are primarily related to the spectral characteristics of the imaged terrain and also to the bands selected for visualization (see unit U01). The advantage of hue over tone is that the human eye has a much larger sensitivity for variations in colour (approximately 10,000 colours) as compared to tone (approximately 200 grey levels). 

· Texture relates to the frequency of tonal change. Texture may be described by terms as coarse or fine, smooth or rough, even or uneven, mottled, speckled, granular, linear, woolly, etc. Texture can often be related to terrain surface roughness. Texture is strongly related to the spatial resolution of the image. A pattern on a large scale image may show as texture on a small scale image of the same scene.
· Pattern refers to the spatial arrangement of objects and implies the characteristic repetition of certain forms or relationships. Pattern can be described by terms such as concentric, radial, checkerboard, etc. Some land uses have specific and characteristic patterns when observed from the air or space. You may think of different irrigation types but also different types of housing in the urban fringe. Other typical examples include the hydrological system (river with its branches) and patterns related to erosion.
· Shape or form characterizes many objects visible in the image. Both the two-dimensional projection of an object as shown on a map and the height of an object influence the shape of the imaged object. The shape of objects often helps to identify them (built-up areas, roads and railroads, agricultural fields, etc.).
· Size of objects can be considered in a relative or absolute sense. The width of a road can be estimated, for example, by comparing it to the size of the cars, which is generally known. Subsequently the width determines the road type, e.g. primary road, secondary road, etc.
· Height differences are important for distinguishing between different vegetation types, building types, etc. Elevation differences provide us with clues in geomorphological mapping. We need however a stereogram and stereoscopic viewing to observe height and elevation. Stereoscopic viewing facilitates interpretation of both natural and man-made features. 

· Location/association refers to the situation in the terrain or in relation to its surrounding. A forest in the mountains is different from a forest close to the sea or near the river in the lowland. A large building at the end of a number of converging railroads is likely to be a railway station—we would not expect a hospital at such a location. 

Having introduced these seven interpretation elements you may have noticed a relation with the spatial extent of the feature to which they relate. Tone or hue can be defined for a single pixel; texture is defined for a group of adjacent pixels, not for a single pixel. The other interpretation elements relate to individual objects or a combination of objects. The simultaneous and often implicit use of all these elements is the strength of visual image interpretation. In standard digital image classification only hue is utilized, which explains the limitations of automated methods compared to visual image interpretation.
It is good to understand that some of these elements are intuitively recognised by mapping participants but others are not. This generally depends on the experience of participants with interpreting imagery. It is therefore important that participants are given sufficient time to familiarize themselves with the imagery. Considering the fact that in most cases the imagery used depicts an area familiar to the participants, this will not be a problem. 
Mapping

The assumption in mapping with the help of remote sensing images is that areas that look homogeneous in the image will have similar features on the ground. The interpretation process consists of delineating areas that internally appear similar and at the same time different from other areas. Making an interpretation of only one aerial photograph or a small part of an image from a spaceborne sensor seems quite simple. You have the overview of the entire area at all times and can easily compare one unit to another and decide if they are the same or different. However working with many photographs and also with several people will require a good definition of the units to be delineated.

The definition of units is based on what can be observed in the image. Different interpretation units can be described according the interpretation elements. After establishing what the features are on the ground, ‘interpretation keys’ can be constructed. Based on these keys an interpretation of features can be made.  These features are again described in terms of interpretation elements. If knowledge of the area is lacking (not yet available), you could also start an interpretation only based on interpretation elements (Figure 4.3). After fieldwork it will become clear, what the units represent on the ground.
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Figure 4.3: visual interpretation of an unknown area

When delineating areas by hand there is a limit to what can still be drawn. In practice polygons smaller than 5 mm by 5 mm should not be drawn. This is called the smallest allowable unit. The scale of the used image(s) thus limits the interpretation cell on the ground. When delineating areas using digitizing on the screen one could zoom in - in principle to a monitor dot. However, you should define the maximum scale at which the given remote sensing data are still reliable. You can then calculate the smallest allowable unit.
In some cases an area may consist of two or three different types of too small areas. Individual polygons for each small area can then not be drawn, although at a larger scale the individual features could be mapped. The solution in such a case is to combine these areas to a complex unit. The different features of such a complex can be described separately. 
Fieldwork
Maps and inventories should reflect what is actually on the ground. Therefore field visits should be made to observe what is there in reality. Field visits for ground observation are time consuming and usually costly. Making observations everywhere in the entire area to be mapped is likely to take too much time. Mapping participants however possess the required local knowledge to efficiently travel the mapped area to do this verification.

In the absence of local expertise the selection of sample locations is a crucial step to make mapping cost effective. We can use the RS images to stratify the area. To this end we make an interpretation of the area to be mapped based on the interpretation elements. The interpretation units are the strata to be sampled. In all strata an equal amount of samples is taken. This way of sampling is called stratified sampling. Stratified representative sampling can only be applied if the data to be mapped are qualitative (ie, nominal or ordinal). For mapping of quantitative data (ie, interval or ratio data), unbiased sampling strategies (ie, random or systematic sampling) should be applied to allow statistical analysis. An example of quantitative data are biomass measurements. Then the entire area needs to be sampled and no prior interpretation is needed for the sampling strategy.
During fieldwork also the location of boundaries of the interpretation is verified. In addition data is gathered about areas or features that cannot be derived from the remote sensing image. For these pieces of information the knowledge of the mapping participants is vital.
Quality aspects

The quality of the result of an image interpretation depends on a number of factors: the interpreters, the images used and the guidelines provided. 

· The professional experience and the experience with image interpretation determine the skills of a photo-interpreter. A professional background is required: a geological interpretation can only be made by a geologist since s/he is able to related image features to geological phenomena. Likewise local knowledge, also derived by field visits, is required to help in the interpretation: locals know the location and abundance of crop and plant varieties as well as reasons for the occurrence of anomalies.

· The images used limit the phenomena that can be studied, both in a thematic and geometric sense. One cannot, for example, generate a reliable database on the tertiary road system using data from low resolution multispectral scanners. On the other hand, black–and–white aerial photos contain limited information about agricultural crops.

· Finally, the quality of the interpretation guidelines is of large influence. Consider, for example, a project in which a group of persons is to carry out a mapping project. Ambiguous guidelines will prevent a consistent mapping, in which individual results should build a seamless database of consistent quality. For examples on guidelines we also refer to Module 10.
Especially in large projects and monitoring programmes, all the above three points play an important role in ensuring the replicability of the work. Replicability refers to the degree of correspondence obtained by different persons for the same area or by the same person for the same area at different instants. 
[image: image4.jpg]



Figure 4.4: Two interpretation results derived by two photo-interpreters analyzing the same image. (From H. Middelkoop. Uncertainty in a GIS, a test for quantifying interpretation output. ITC Journal, 1990(3):225–232, 1990.)

Replicability does not provide information on the accuracy (the relation with the real world) but it does give an indication of the quality of the class definition (crisp or ambiguous) and the instructions and methods used. Two examples are given here to give you an intuitive idea. Figure 4.4 gives two interpretation results for the same area. Note that both results differ in terms of total number of objects (map units) and in terms of (line) generalization. 
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