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Chapter 1

Introduction

1.1. Background 

Landslides are significant hazards that can be disastrous to human life and property. Recent global disaster assessment studies 
 ADDIN EN.CITE 
(Petley et al., 2005; Nadim and Kjekstad, 2009; OFDA/CRED, 2010)
 reveal that the countries with the highest risk to such disasters are mostly in the developing world such as Venezuela, Peru, Tadjikistan, Philippines, Colombia, India, China, Nepal etc., where the estimated landslide fatality rate exceeds one per 100 km2 per year. According to the total landslide fatalities reported worldwide in the last decade, Kirschbaum et al. (2010) confirm that the developing countries account to about 80%, of which in India, nearly 8% of landslide fatalities are reported. 

About 15% of India (~0.49 million km2) including  the mountain areas of the Himalayas, the Meghalaya plateau, the Western Ghats are landslide-prone (NDMA, 2009). During monsoon, those areas witness frequent landslide events triggered by rainfall. Those landslide-prone areas also belong to the maximum earthquake-prone areas in India (Zone-IV and V; BIS, 2002), where earthquakes of Modified Mercalli intensity VIII to IX can occur, and thus, are also prone to earthquake-triggered landslides. The risk to landslides in those areas is compounded by a high growth rate of population in the hilly towns of India (e.g., Darjeeling and Kurseong towns in the Eastern Himalayas witnessed population growths of 47% and 49% respectively, during 1991 - 2001, Census of India, 2001). 

To mitigate the effects of such disasters, the Government of India has modified the disaster management policy by enacting the National Disaster Management Act in 2005. This act aims at adopting proactive and multidisciplinary approaches towards achieving disaster awareness and mitigation. The new policy emanates from the belief that investments in disaster-preparedness and mitigation are much more cost effective than expenditures on relief and rehabilitation (Guzzetti et al., 1999; NDMA, 2009). In this regard, predictive maps of landslide hazard, preferably at medium scales (1:25,000 to 1:50,000) are vital geo-information products that administrators/planners can use in formulating regional mitigation plans for landslide disasters. The aim of using medium-scale landslide hazard maps is to draft proper land-use zoning regulations in landslide-prone areas to alleviate, if not prevent potential loss of human life and damage to property. 
In India, landslide hazard maps that are currently available are, at best, qualitative landslide susceptibility maps. That means, those maps are based mainly on heuristic or knowledge-driven guidelines (e.g., BIS, 1998) for quickly assessing large areas where landslides can occur. Therefore, translating those maps into actual expected impacts of landslide events is difficult, if not impossible. To remedy this, it is important to develop a methodology for effective predictive mapping, at medium-scales, of landslide hazard. This methodology should consider the variability and complexities of the landslide-prone terrains, because diverse terrain conditions strongly control the landslide types and processes. Accordingly, the research described in this thesis has been taken up (2007-2010) in one of the geologically-complex and landslide-prone terrains in the Eastern Himalayas, India. This research was conducted under a joint research agreement between the Geological Survey of India (GSI; the nodal governmental agency engaged in landslide studies in India), the National Remote Sensing Centre (NRSC; Department of Space, Government of India) and the Faculty of Geo-Information Science and Earth Observation (ITC), University of Twente, The Netherlands. 

1.2. Landslide hazard and its prediction methods

According to Varnes (1984) and UNESCO’s IAEG Commission on landslides and other mass movements, “landslide hazard” is defined as the probability of occurrence of a damaging landslide phenomenon in a given area and in a given period of time. This definition incorporates concepts about geographical location and recurrence that answer where and when a damaging landslide phenomenon will occur. Guzzetti et al. (1999) modified that definition by incorporating the concept of magnitude of future event and, thus, redefined landslide hazard in a given area as a function of three parameters, namely, spatial, temporal and magnitude probabilities of landslide occurrence. 

Estimating and mapping variations in likelihood of occurrence or susceptibility to landsliding is a fundamental step towards landslide hazard prediction. That step must be taken with care and prudence in view of their complex interactions with geo-environmental spatial factors (Guzzetti et al., 1999; van Westen et al., 2006). Mapping or spatial prediction of landslide susceptibility aims to identify where future landslides are likely to occur, based on the fundamental assumption that spatial factors that caused present and past landslides are likely to cause similar landslides in the future 
 ADDIN EN.CITE 
(Varnes, 1978; Carrara et al., 1995; Guzzetti et al., 1999)
. Several knowledge-driven (heuristic) and data-driven methods of mapping landslide susceptibility make use of indirect or direct spatial relations between landsliding of a certain type and relevant spatial factors. For any quantitative landslide hazard estimation, in general data-driven methods of susceptibility mapping are preferred because the latter quantify the susceptibility criteria per mapping unit (e.g., a pixel) and facilitate incorporation of results directly in the subsequent hazard assessment. Because the landslide susceptibility maps do not provide information about “when” (i.e., temporal probability) and “how big” (i.e., magnitude probability) future landslides will occur, according to the definition of “landslide hazard”, they have to be converted into landslide hazard maps (Cruden and Varnes, 1996; Fell et al., 2008). Thus, temporal and magnitude probabilities of landslide occurrence are further required to transform a landslide susceptibility map into a landslide hazard map. 

An indication of the temporal probability of landslide occurrence can be determined empirically either through frequency analysis of past landslide events 
 ADDIN EN.CITE 
(Crovelli, 2000; Coe et al., 2004)
 or by establishing an empirical relation between intensities of triggering factors (e.g., rainfall) and frequencies of the corresponding past landslide events 
 ADDIN EN.CITE 
(Lumb, 1975; Caine, 1980; Brand et al., 1984; Crozier, 1999; van Westen et al., 2006)
 and thereby analysing the recurrence of such triggering rainfall events. An indication of the magnitude probability of future landslides can be obtained via magnitude-frequency analysis of past landslides using suitable probability or density distribution functions (Malamud et al., 2004). By integrating spatial, temporal and magnitude probabilities of landslide occurrence, a landslide hazard map can be prepared and can be used further to qualitatively or quantitatively estimate landslide risks with respect to elements at risk in a given area. 

1.2.1.
Heuristic and data-driven methods of spatial prediction
Heuristic methods for spatial prediction of landslide occurrence can either be direct or indirect. A direct heuristic method, using a detailed geomorphological map, can result in a high accuracy of spatial prediction (e.g., Brabb, 1984), dependent on the experience of the expert applying the method, and the precision, dedication and time with which the study was carried out. In indirect heuristic methods, individual factors are assigned  specified weight values or ratings that are solely based on subjective criteria (e.g., Hansen, 1984; Varnes, 1984). In one of such methods, that is prevalent in India (e.g., BIS, 1998), specified factor weights are considered regardless of existing landslide inventory maps and variations in terrain conditions. The use of standard weight values for the factor in different geomorphological/geological environments can lead to erroneous results and poor prediction, since attributes of factors and their respective causal relations with different types of landslides are spatially variable. The main limitations/problems of heuristic methods are related to the subjectivity involved in selecting, mapping, and weighting of the spatial factors for landslide susceptibility (van Westen et al., 2003). Although the same subjectivity could be present in selecting and mapping of the factors for data-driven methods, but the relative importance of the factors is determined by more objective techniques. If heuristic methods are applied in areas where no landslide inventories are present, it is also difficult to validate the accuracy of the heuristic predictive maps. Although, one of the main advantages of heuristic methods is that they can allow site specific evaluations of the causal factors, and avoid the generalization that is often used in data-driven ones. 

Since the late 1980s, the increasing popularity of geographic information system (GIS) has facilitated the application and development of various data-driven or empirical methods for landslide susceptibility mapping (Aleotti and Chowdhury, 1999), which are mostly statistical/mathematical and primarily based on observed data of landslides and relevant spatial factors. In GIS-based data-driven methods, spatial factors (or layers of evidence) are integrated with a landslide inventory map (target) using various mathematical/statistical integration techniques that can model relationships among layers of evidence with respect to targets 
 ADDIN EN.CITE 
(van Westen, 1993; Bonham-Carter, 1994; Chung et al., 1995)
. Landsliding is a complex physical phenomenon that is linked to the interplay of several spatial factors. Therefore, several authors 
 ADDIN EN.CITE 
(Neuland, 1976; Carrara, 1983; 1989; Baeza and Corominas, 2001; Ayalew and Yamagishi, 2005; Pradhan, 2010; Rossi et al., 2010a)
 promote application of data-driven/empirical methods based on multivariate statistics for predictive mapping of landslide susceptibility to reduce uncertainties and errors of prediction by being objective in analysis and by employing quantitative methods of validation. 
Nevertheless, data-driven predictive methods (e.g., multivariate methods, artificial neural network (ANN)) can be undermined by shortcomings like a) the general assumption that landslides occur due to the same combination of factors throughout a study area, b) the ignorance of the fact that occurrence of certain landslide types is controlled by certain causal factors that should be analysed/investigated individually, c) the extent of control of some spatial factors can vary widely in areas with complex geological and structural settings (e.g., the Himalayas) and d) the lack of suitable expert opinion on different landslide types, processes and causal factors. Therefore, data-driven statistical/mathematical methods, even although efficient in predicting locations of landslides, can produce results that sometimes are not realistic or difficult to explain. 
1.2.2.
Why are temporal and magnitude predictions difficult?

Many researchers 
 ADDIN EN.CITE 
(Terlien, 1998; Guzzetti, 2000; van Westen et al., 2006)
 indicate that incorporation of temporal and magnitude probabilities with the information of spatial probabilities is by far one of the most difficult tasks in landslide hazard prediction because of the lack of sufficient data of past landslide events. Difficulties arise when data of past landslides are inadequate, source data are of different spatial and temporal resolutions, dates of landslide and rainfall do not match, rainfall records are discontinuous, rainfall stations are not available and landslide-triggering events do not exhibit systematic patterns, etc. 
 ADDIN EN.CITE 
(Chowdhury and Flentje, 2002; Gabet et al., 2004; van Westen et al., 2006)
. Some of the above difficulties pose serious limitations in generating landslide inventory maps by introducing inconsistent landslide densities and inaccurate estimates of size-frequency distributions that preclude correct determination of temporal and magnitude probabilities. In India, in particular, where this research was undertaken, neither formal research nor any institutional attempt has yet been established to systematically preserve the past landslide information, except for some isolated attempts in some smaller areas. Therefore, inadequacy and gaps in source data (e.g. temporal, spatial, scale), are common impediments to landslide hazard prediction in India. Thus, generating comprehensive landslide inventory maps and developing robust methods of using those maps for temporal and magnitude predictions of landslides in the Indian scenario are the challenging tasks that this research focuses on. 

1.3. Research objectives

The susceptibility to (or, the spatial prediction of) landsliding of a certain type is a function of two types of spatial associations: (1) spatial associations of individual spatial factors with known landslides of a certain type; and (2) relative importance of individual spatial factors with respect to one another in relation to those known landslide occurrences. Methods of bivariate empirical analysis can model only the first type of spatial association but not the second type. In contrast, multivariate methods can model those two types of spatial associations simultaneously, but often include spatial factors that do not seem to have a direct relation with the landslide process (Baeza and Corominas, 2001; van Westen et al., 2008), and generally do not include the expert opinion. Thus, the main objective of this study is to develop suitable empirical methods for the analysis of spatial association at a medium-scale to (a) select the most appropriate spatial factors that realistically represent genetic associations with landsliding of a certain type and (b) determine the importance of every spatial factor with respect to other spatial factors in relation to the landsliding type under study. These empirical techniques are meant to iteratively and instructively complement the understanding of complex landsliding processes for mountainous areas in the Himalayas. 

The sub-objectives of this research are to:

1. Generate landslide inventory maps for different triggering events, based on the available information in the forms of landslide maps, images and archives. These maps should portray the landslide patterns and types of triggering events with a range of return periods, which can be used to analyse the temporal and magnitude probabilities;

2. Develop an exploratory analytical technique for understanding the mutual/exclusive spatial relation between regional structures (e.g., faults/fractures) and slope aspects with rockslides of a certain type. 

3. Develop a specific method for analyzing different rock slope failure modes, by spatially incorporating the 3-D structural orientation data;

4. Analyze the spatial associations between landslide of specific types and a set of causal factors, using bivariate statistical methods for selecting and weighting the appropriate spatial factors and its combinations that are best in predicting the spatial pattern of these landslides;

5. Integrate the right and weighted spatial factors into landslide susceptibility maps for each type of landslides, using suitable statistical/mathematical integration methods. 
6. Integrate the spatial, temporal and size probabilities of landslide events and convert the susceptibility maps into hazard maps;

7. Use the landslide hazard maps for subsequent risk analysis and estimate the probable losses due to future landslide events. 

1.4. Research questions

Based on the various limitations and problems of landslide hazard prediction and the research objectives described in the preceding section, this research endeavoured to investigate the following main research questions. 

a) What are the reasons for the poor prediction performance of the heuristic landslide susceptibility method (e.g., BIS, 1998) that is prevalent in India? 

b) What are the limitations in generating landslide inventory maps for a region that has only limited landslide information? How do these limitations quantitatively affect the temporal and magnitude predictions? 

c) Which types of spatial relationships exist between regional structural geological setting and slope instability, and how can this be included in a landslide susceptibility assessment in an active fold-thrust belt?   
d) What are the main failure mechanisms that control rock slope instabilities? Can they be modeled spatially using rock discontinuity orientation data? 
e) What spatial predictors and their inter-predictor weights are relevant in mapping of susceptibility to different types of landslides in a Himalayan environment? 

f) What are the advantages and disadvantages of the different empirical predictive mapping methods for selecting and weighting of relevant spatial predictors?
g) Is it possible to convert medium-scale landslide susceptibility maps that are made using incomplete landslide inventories into useful landslide hazard maps?
h) Which methods of risk estimation are best suited in a region having limited information on historical landslides?

i) Is it possible to develop an improved method for medium-scale landslide susceptibility, hazard and risk assessment that can be applied by the Geological Survey of India or by other landslide scientists over diverse landslide-prone areas in India?

1.5. Study area

To pursue the objectives of this research, a landslide-prone terrain of about 90 km2 in the surroundings of Kurseong town (Darjeeling district, West Bengal, India) was selected as a test area. It is situated within the structurally-complex fold-thrust-belt (FTB) in the Eastern Himalayas (Fig. 1.1), also locally known as the Darjeeling Himalayas.

1.5.1.
Geology and structure 

The study area represents the southern part of the Darjeeling klippe (Fig. 1.1b) which is part of a tectono-stratigraphic sequence of metamorphic rocks of the Himalayan FTB that borders the foreland molasse basin in the South (Figs. 1.1b-c). The southern boundary of this Himalayan metamorphic sequence is marked by a high-strain ductile shear zone, called the Main Central Thrust (MCT), coinciding with an inverted sequence of metamorphic rocks from kyanite grade to biotite-chlorite grade (Hubbard, 1996; Searle and Szulc, 2005) of the Central Crystalline Gneissic Complex (CCGC).   
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Fig. 1.1.
Location map and geological maps of the study area. (a) geographic location; (b) schematic regional geological map (after Searle and Szulc, 2005); (c) schematic geological section of Darjeeling Himalaya (after Searle and Szulc, 2005); and (d) Medium-scale geological map of the study area. 
The high grade metamorphic rocks of the CCGC are thrusted over the low grade meta-sedimentary rocks (schists/phyllites and quartzites) of the Daling Group along the MCT (Mallet, 1875; Sinha-Roy, 1982). Further to the South, the foreland molasse sediments (sandstone/shale) of the Siwalik Group are underlain by a thin intra-thrusted slice of minor coal-bearing clastic rocks (sandstone/siltstone) of the Gondwana Group. Towards the North, these Gondwana rocks are thrusted over by the Daling Group of meta-sediments along the southern-most front of Himalayan FTB known as the Main Boundary Thrust (MBT). The MCT and MBT represent the main regional structural features in the study area (Fig. 1.1). Along the basal part of MCT, a sheared phyllonite is exposed, and towards its immediate north, a thin intra-thrusted slice of coarse-grained sheared gneissic rocks (Lingtse Gneiss) is present as a prominent marker lithology adjacent to MCT in this part of Eastern Himalayan FTB (Fig. 1.1d). The CCGC, the Daling meta-sediments and other associated rocks in the FTB are overturned (towards north) and are highly foliated, with prominent foliations generally dipping towards north to northwest with moderate inclinations ranging from 30º to 50º. Due to intense (ductile and brittle) deformation, the rocks in the FTB are folded, faulted and thrusted. 
1.5.2.
Topography and climate

In the study area, the topography is very rugged with elevations varying between 236 m and 2189 m (mean ( 1073 m, std. dev. ( 440 m; Fig. 1.2a) with a prominent centrally-located NE-SW ridge. The slope inclinations vary between 0° and 84° (mean ( 27°, std. dev. ( 12(; Fig. 1.2b). Slopes are gentle on the ridge tops but become steep toward stream banks. This is due to rapid under-cutting of streams in response to the active tectonic uplift of the Himalayas (Burbank et al., 1996; Binnie et al., 2007). In the area west of the major south-westerly-plunging ridge (Fig. 1.2c), most slopes have northerly aspects and mean to below mean inclinations. In the area east of the same ridge, most slopes have southerly aspects and mean to above mean inclinations (Fig. 1.2c). Active erosion of moderate to steep slopes results in continuous deposition of ample colluvial materials in depressions and flat areas below those slopes. Denudational geomorphic processes are common and are strongly influenced by streams flowing mostly southerly that are transverse to the main ENE trends of Himalayan thrusts (Fig. 1.1d). The climate is humid and the annual precipitation in the area varies between 2000 mm and 5000 mm (see chapter 3), with very high precipitation density during the monsoon from June to October (Soja and Starkel, 2007).  
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Fig. 1.2.
 Topography of the study area. (a) Elevation, (b) Slope inclination and (c) Slope aspects (classified into 12 classes based on 30o azimuth interval).
1.6. Research methodology and organisation of thesis 
The overall research methodology and organisation of this thesis can be explained through a schematic flow diagram (Fig. 1.3) that outlines the main steps followed in this research and highlights the links among the steps and chapters of this thesis. Apart from this introductory chapter (chapter 1) and the concluding chapter (chapter 8), three chapters (chapters 2, 4 and 5) have already been published in ISI journals, part of one chapter (chapter 3) has been published as a full paper in international conference proceedings and three chapters (chapters 3, 6 and 7) are based on articles that have also been submitted for publication in ISI journals. To maintain continuity and coherence and to avoid unnecessary repetitions, the contents of the above publications are suitably adapted and incorporated as chapters of this thesis. 

[image: image3.png]Indnrect heurlstlc

Data- druven methods
(Spatial prediction)

Chapter 2 |—|

Landslide types

|

Debris slides
(shallow)

Rockslides
(shallow & deep)

Rockslides
(shallow)

Event-based
landslide
inventory maps

Generic &
site-specific
spatial factors

Deterministic
spatial
analysis

Exploratory
spatial
analysis

Rainfall &
landslide
events

relations

Empirical selection &
weighting of predictors

Structure/
topographic

Rock failure
modes & failure

Discriminant

Analysis Inverse gamma controls mechanisms
. Double Pareto Weighted (l';:?_':lt'%:gfessv"’")
distribution ~ distributions Chapter 4 Chapter 5 multi-class Y

index overlay

Temporal i
prediction prediction

Validation &
evaluation

|

Landslide
hazard maps

Spatial prediction
(Susceptibility

Landslide risk
maps

Chapter 6

Chapter 7





Fig. 1.3.
 Diagram showing organisation of thesis chapters and the major steps of analyses followed in the research.

Chapter-2 deals with evaluation and comparison of a standard Indian heuristic susceptibility method (e.g., BIS, 1998) and an empirical method (weights-of-evidence) of landslide susceptibility mapping. This study investigates the possible limitations of both methods of susceptibility mapping in order to develop flexible ratings/weights of factors based on local site conditions and their spatial relations with landslides. The study led to the understanding that developing knowledge on prevalent landslide types and processes and establishing empirically their spatial relations with different site-specific spatial factors are essential for medium scale landslide susceptibility mapping. Chapter-2 is published in an ISI journal as “A quantitative approach for improving the BIS (Indian) method of medium-scale landslide susceptibility” (Ghosh et al., 2009a). 

Chapter-3 deals with the generation of event-based landslide inventory maps using various data sources that are available in the study area covering a period of 40 years (1968 and 2007). Generation of inventory maps and their subsequent analyses led to a) understanding of the prevalent landslide types and processes in the study area, b) development of a conceptual model about its causal association with different geo-environmental factors, c) detailed insights into the spatio-temporal activity and evolution of different landslide types during the past 40 years, d) recognition of an empirical relationship between landslides and triggering rainfall events, and e) analysis of magnitude (size) and frequency of past landslides. The results of a) to c) are directly linked to the application of various empirical landslide susceptibility mapping methods described in the subsequent chapters (chapters 4, 5 and 6). The results of d) and e) led to the quantitative estimation of temporal and magnitude probabilities of landslides, which are discussed in chapter 3 and subsequently in chapter 7. Chapter-3 is based on two publications - i) “Generation of event - based landslide inventory maps in a data - scarce environment: case study around Kurseong, Darjeeling district, West Bengal, India” (Ghosh et al., 2009b) and ii) “Generating event-based landslide maps in a data-scarce Himalayan environment for estimating temporal and magnitude probability” (Ghosh et al., in Press).       
In an active FTB (e.g., the Himalayas), regional faults/fractures are surface manifestations of several, inherent brittle and ductile deformations in crustal rock masses which has plausible controls on landsliding. It is logical to think that structural controls on landsliding are not isotropic over a large area because types of structural features and distribution of stress generally vary widely with respect to prominent structural dislocation planes such as MCT/MBT (Fig. 1.1). Therefore, chapter-4 deals with various exploratory spatial analysis techniques to investigate controls of faults/fractures and slopes on both shallow and deep-seated rockslides in the study area. Chapter-4 is based on an ISI publication titled “Spatial analysis of mutual fault/fracture and slope controls on rocksliding in Darjeeling Himalaya, India” (Ghosh and Carranza, 2010).

The study described in chapter 4 reveals that various sub-types of rocksliding in the study area are controlled mutually by different sets of fault/fractures and similar sets of slope aspect. This supports that rock slope instability in the study area is controlled by directional anisotropy of planar discontinuities in rock masses. Thus, chapter 5 focuses on spatial modeling of different rock failure modes (e.g., planar, wedge, topple, etc.) using spatially distributed rock discontinuity orientation data, topography and discontinuity shear strength parameters. The advantage of such method of spatial analysis is that, while modeling different rock failure modes, their contributing failure mechanisms are also simultaneously delineated as model results. Chapter-5 is based on an ISI publication on “Rock slope instability assessment using spatially distributed structural orientation data in Darjeeling Himalaya (India)” (Ghosh et al., 2010).
Chapter-6 deals with the application of the understanding and knowledge developed in chapter-2 to chapter-5. By using various suitable empirical spatial association methods, the most relevant spatial predictors of susceptibility to shallow landsliding (both rock and debris sliding) are selected. Using the results of the empirical spatial association analyses, the inter-predictor weights in relation to landslide types under study are determined using analytical hierarchy process (AHP) (Saaty, 1977; 1996). Then, the selected and weighted predictors are integrated via weighted multi-class index overlay to create landslide susceptibility maps. The results are compared and evaluated with a predictive mapping method of landslide susceptibility based on multivariate statistics (i.e., logistic regression). Chapter-6 is based on the ISI publication on “Selecting and weighting of spatial predictors for empirical mapping of landslide susceptibility in Darjeeling Himalaya (India)” (Ghosh et al., submitted to Geomorphology).
Chapter-7 deals with a) integration of information on spatial (chapter-6), temporal and magnitude predictions (chapter 3) of landslides to prepare different landslide hazard scenario maps and b) integrating the different landslide hazard scenario maps with the maps of elements at risk (e.g., buildings, roads) to model different consequences for estimating variations in losses and generating medium-scale (1:25,000) landslide risk scenario maps. This is based on the ISI publication on “Integrating spatial, temporal and magnitude probability for medium scale landslide hazard and risk analysis in Darjeeling Himalayas” (Ghosh et al., Submitted in Landslides).  
In the concluding chapter (chapter-8), the conclusions pertaining to the each component of the entire research (chapters 2 to 7) for medium-scale (1:25,000 to 1:50,000) landslide hazard and risk analyses are summarised followed by recommendatory remarks on direction and scope for future research.

Chapter 2

Evaluating the existing method of landslide susceptibility mapping in India 
In this chapter, the application of an indirect heuristic (knowledge-driven) method that is followed in India for medium-scale landslide susceptibility mapping (BIS, 1998) is evaluated, and compared with the application of an empirical/data-driven method of mapping landslide susceptibility. This chapter thus describes “A quantitative approach for improving the BIS (Indian) method of medium-scale landslide susceptibility” (Ghosh et al., 2009a) to demonstrate how the prediction performance of a knowledge-driven indirect method of mapping landslide susceptibility can be improved by using empirical relations between landslide occurrences and relevant spatial factors.

2.1.
Introduction
In India, the Bureau of Indian Standards (BIS), the regulatory body that specifies scientific codes and practices, has formulated guidelines (BIS, 1998) for landslide susceptibility zonation at medium scales (1:50,000). The BIS guidelines recommend an indirect knowledge-driven (heuristic) approach to landslide susceptibility mapping according to the method originally proposed by Anbalagan (1992). Those guidelines provide specified weights or ranks to a set of pre-defined factors. Those weights or ranks are called Landslide Hazard Evaluation Factor (LHEF) ratings (Table 2.1). According to Anbalagan (1992), the LHEF rating scheme is based on subjective criteria specified by a group of experts engaged in landslide research. The LHEF ratings are applied irrespective of variations in terrain conditions and are determined without directly considering the existing landslide inventory maps. 
Since the spatial extents of landslide factors and their respective causal association with different types of landslides and failure mechanisms are variable, the application of such specified LHEF ratings of factors can be inappropriate and can lead to poor landslide prediction rates when applied to many different areas. Moreover, the BIS method (Anbalagan, 1992; BIS, 1998) does not recommend any specific quantitative validation, but the predictive power of any model can only be compared and judged through an objective method of cross-validation. Therefore, in the present study, a more robust and internationally-accepted method of cross-validation is employed, through construction of success/prediction rate curves (Chung and Fabbri, 1999; Fabbri, 2003). 
The objectives of this study were (a) to evaluate the performance of the existing BIS method with specified LHEF ratings and (b) to demonstrate that the performance of the BIS method can be improved by modifying the recommended LHEF ratings based on empirically-derived weights for factors in every study area and (c) to conceptually understand the importance of a-priori knowledge about landslide types to be examined and their relevant factors. This study involved comparing the results of the BIS method with the results of an adapted weights of evidence (WofE) modeling (Bonham-Carter, 1994) in two adjacent case study areas (Area 1 and Area 2 in Fig. 2.1) in Darjeeling district, West Bengal, India; situated just north and north-east of the main study area of this research (Fig. 2.1).
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Fig. 2.1
Map showing locations of Area 1 and Area 2 with respect to the main study area of this research, where the subsequent studies discussed in this thesis (Chapter 3 to Chapter 7) were undertaken.
Table 2.1 LHEF ratings of different relevant factors of landslides (BIS, 1998; Anbalagan, 1992). 
[image: image5.png]Geofactor Description Category LHEF

T Quartzite & Limestone 0.2
YP® " Granite & Gabbro 0.3
Rock typi* 1 Gneiss 0.4
L—‘_ﬂﬁ;l hered (4): T Sandstone & minor beds of claystone 1.0
ighly weathered (4); . ype Poorly cemented sandstone with
moderately weathered (3); 2 . 1.3
Slightly weathered (2) minor clay/shale
Tvpe — 2 % gla;]t.et& phyllite 1;
: . chis .
ufgga‘f;sth;ﬂéfgé (3); ;ype Shale with interbedded clayey & L8
_ Slightly weathered (2) non-clayey _
Lithology Highly weathered shale, phyllite & 20
schist )
Older well compacted alluvial fill material 0.8
Clayey soil with naturally formed surface 1.0
Sandy soil with naturally formed surface 1.4
(alluvial) )
Soil type Debris comprising mostly rock pieces mixed
with clayey/ sandy soil (colluvial) — older 1.2
well compacted )
Debris comprising mostly rock pieces mixed
with clayey/ sandy soil (colluvial) - younger 2.0
loose material )
> 30° 0.20
Relationship of parallelism 21° - 30° 0.25
between the slope and 11°- 20° 0.30
vulnerable discontinuity 6° - 10° 0.40
<5° 0.50
> 10° 0.3
Relationship of dip of 0° -10° 0.5
vulnerable discontinuity 0° 0.7
and inclination of slope 0° - (-109 0.8
Structure < -10° 1.0
<15 0.20
. 16° - 25° 0.25
36° - 45° 0.40
> 45° 0.50
. < 5m. 0.65
Depth of soil cover 6 — 10m. 0.85
11 - 15m. 1.30
16 - 20m. 2.0
Escarpment / cliff > 45° 2.0
Steep slope 36° - 45° 1.7
Slope Moderately steep slope 26° - 35° 1.2
Gentle slope 16° - 25° 0.8
Very gentle slope < =15° 0.5
Relative < 100m. 0.3
relief 101 - 300m. 0.6
> 300m. 1.0
Agricultural land / populated flat land 0.60
Thickly vegetated forest area 0.80
Landuse and
land cover Moderately vegetated area 1.20
Sparsely vegetated area with less ground cover 1.50
Barren land 2.0
Flowing 1.0
Hydro- Dripping 0.8
geological Wet 0.5
conditions  Damp 0.2

Dry 0.0





2.2. BIS method of landslide susceptibility mapping  

2.2.1.
Rating and integration of factors
The BIS method suggests pre-defined LHEF ratings for different classes of six spatial factors of landsliding. These factors and their corresponding factor classes (Table 2.1) are specified and recommended for application to any landslide type and to any landslide-prone terrain in India for landslide susceptibility mapping at 1:50,000 scale. According to the BIS guidelines (BIS, 1998), integration of LHEF ratings of six factors is to be done in mapping units, preferably denoted by “slope facets”. The six factors according to the BIS guidelines (1998) are lithology, structure, slope, relative relief, landuse and land cover and hydro-geological conditions (Table 2.1). To assign LHEF ratings per slope facet for each factor, a slope facet map is integrated with each of the factor maps in a GIS. Slope facets can be generated in a GIS by intersecting five slope classes (BIS, 1998; Table 2.1) and slope aspects classified at 30o azimuth intervals. In this study, slope inclinations and aspects were derived from the freely-available 1 arc second (90 m resolution) Shuttle Radar Topography Mission (SRTM) digital elevation model (DEM) data (Surendranath et al., 2008). The lithology and structure data were retrieved from the available 1:50,000 geological maps of the area, and, are supplemented later by additional field inputs during course of this research (Ghoshal et al., 2008; Surendranath et al., 2008). The landuse and land cover and hydro-geological data were spatially extracted from the visual interpretation of IRS 1D satellite imagery (LISS 3 FCC and Pan Images), later confirmed by limited field-checks. Although, at medium-scale, assessment of BIS-specified hydro-geological factors (Table 2.1) for a large area is difficult and riddled with high levels of subjectivity. 
2.2.2.
Validation of BIS landslide susceptibility maps 

Following the BIS guidelines (BIS, 1998; Table 2.1; Section 2.2.1), thematic maps of six factors (lithology, slope, relative relief, geological structure, land use and land cover, and hydrogeology) were generated in a GIS in the two adjacent case study areas in Darjeeling Himalaya (Area 1 and Area 2). The two case study areas were considered because they have different spatial extents of landslide factors (Table 2.2). The LHEF ratings of six factors that are integrated in each slope facet are summed together to obtain the total estimated hazard (TEHD) per slope facet (Anbalagan, 1992; BIS, 1998). Finally, the resulting landslide susceptibility maps were classified into five classes according to the BIS-recommended ranges of TEHD values (Figs. 2.2a and 2.3a; Table 2.3).
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Fig. 2.2. Landslide susceptibility map of Area 1 according to (a) the BIS method and (b) the WofE method.
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Table 2.2.  Attributes of two case study areas (Fig. 2.1).
[image: image8.png]Table 2.2 Attributes of two case study areas (Area 1 and Area 2).

Attributes Area 1 Area 2

Map area 289 km? 395 km?

Number of landslide 122 44

polygons

Landslide 1.68 km? 1.45 km?

area

Landslide types Predominantly rock slides, followed Mixed types - near equal proportions
by few debris slides of rock and debris slides; debris slide

comparatively larger in dimension.

Causal Higher level of rock weathering, Toe cutting by stream, fragile lithology,

mechanisms fragile lithology, predominance of presence of sheared gneiss,
moderate to steep slope, higher predominance of thick loose and
relief, higher anthropogenic activity unconsolidated colluviums etc.
etc.

Morphometry Predominant slopes are above 25° Predominant slope is below 25° (64%
(50% of the area) and slopes steeper of the area); slopes steeper than 35° is
than 35° is 12% of the area. only 8% of the area.

Geology Near equal area% of gneisses (33%) Predominance of competent gneissic
and fractured/sheared rocks (33%) over fragile
schists/phyllites (27%) schists/phyllites (17%) and sheared

gneiss (1%)

Landuse Higher proportion of tea garden and Comparatively lower proportion of flat

agricultural areas (64%); forest agricultural land (47%); forest areas

(both thick and moderate) areas are  (both thick and moderate) are
comparatively lesser (27%). proportionately higher (40%).





Table 2.3 Landslide susceptibility classes according to TEHD values (BIS, 1998).
[image: image9.png]Table 2.2 Landslide susceptibility classes according to TEHD values (BIS, 1998).

Landslide susceptible zone (LHZ)

TEHD Values
Class Category
< 3.5 1 Very Low Susceptibility
3.5-5.0 2 Low Susceptibility
5.0 -6.0 3 Moderate Susceptibility
6.0-7.5 4 High Susceptibility
> 7.5 5 Very High Susceptibility





For validation of the BIS method, the resulting landslide susceptibility maps were combined with the landslide inventory maps of both the areas. The landslide inventory maps were prepared after collecting available past landslide information from reports/archives, old maps, remote sensing data, topographical sheets, and field inputs, although; the same is obviously incomplete since the source data have long temporal as well as wide spatial gaps. For overall validation of the BIS landslide susceptibility maps, prediction rate curves (Fig. 2.4) were prepared by plotting the cumulative proportion of all known landslide areas (along y-axis) versus the cumulative proportion of the case study area, ordered from high to low TEHD values (Chung and Fabbri, 1999). If the prediction rate curve is steep then the corresponding landslide susceptibility map has a strong ability to predict areas that are most susceptible to landsliding. In Area 1, 30% of the map with highest TEHD values predicts 43% of the landslides (Fig. 2.4). In Area 2, 30% of the map with highest TEHD values contains 52% of the landslides (Fig. 2.4). Table 2.4 indicates the landslide density and the percentage of total landslides in different BIS susceptibility classes for the two areas. Although landslide density increases with increasing landslide susceptibility like the “landslide abundance” values (Ghoshal et al., 2008), the differences in landslide densities between the landslide susceptibility classes in the two case study areas are generally small (Table 2.4). In addition, there are more landslides in the “low” and “moderate” classes (78% in Area 1 and 58% in Area 2) than in the “high” to “very high” classes in both case study areas (Table 2.4). This indicates that the recommended classification according to the specified ranges of TEHD values of the BIS-method (Table 2.3) tends to be ineffective to delineate or predict zones with actually high to very high landslide susceptibility. Therefore, the results corroborate further that the specified nature of LHEF ratings of factors in BIS guidelines for diverse terrain conditions and the specified ranges of TEHD values can be ineffective.
Table 2.4. Area, density, and percentage of landslides in landslide susceptibility classes mapped in the two case study areas according to the BIS method.
[image: image10.png]Table 2.4 Area, density, and percentage of landslides in different landslide susceptibility classes mapped in the study
areas according to the BIS method.

Study area Landslide susceptibility Cross-validation
Class Area Area (km?) Landslide % total
covered (km?) of known density landslide
landslides area
Area 1 Very low 4 0.00 0.00 0
Low 119 0.27 0.23 16
Moderate 113 1.04 0.92 62
High 52 0.34 0.66 20
Very high 2 0.03 1.27 2
Area 2 Very low 5 0.00 0.00 0
Low 188 0.43 0.23 29
Moderate 133 0.42 0.31 29
High 66 0.59 0.90 41

Very high 3 0.02 0.67 1
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Fig. 2.4. Prediction rate curves of landslide susceptibility maps (BIS method).

2.3. Empirical method of landslide susceptibility mapping 

Empirical weights of landslide factors can be obtained via various statistical and mathematical methods in a GIS by quantifying spatial associations between spatial factors and landslides. Either bivariate or multivariate methods can be used. Bivariate methods, such as the information value method (Yin and Yan, 1988), weights-of-evidence (Bonham-Carter, 1994), and evidential belief functions (Carranza and Hale, 2003; Carranza and Castro, 2006) are flexible to use and allow exploring the importance of individual factors in an interactive manner. These methods of spatial association analysis use some sort of data mining or empirical learning to establish a relation between known landslide occurrences and a spatial factor (Fell et al., 2008). Although, data-driven multivariate methods such as multiple discriminant analysis (Carrara et al., 1991), logistic regression (Mark and Ellen, 1995; Ayalew and Yamagishi, 2005) and artificial neural network (Lu and Rosenbaum, 2003; Kanungo et al., 2006) sometimes give better results than bivariate empirical methods, although; the interpretation of the contribution of each factor is less straightforward with the former. Given the objective of this study to verify the performance of specified LHEF ratings of factor classes, which represent an implicit bivariate relation between landslide occurrences and factors, the well-established WofE method 
 ADDIN EN.CITE 
(Bonham-Carter et al., 1989; van Westen, 2000; Carranza, 2004; Mathew et al., 2007; Thiery et al., 2007)
 was preferred over the other bivariate and multivariate empirical methods.
2.3.1.
Comparison of WofE with LHEF ratings 

According to the results of the WofE analysis (Table 2.5), landslides occur more frequently in phyllites/schist/quartzites in both case study areas. “Younger loose debris” has statistically significant positive spatial associations with landslide occurrences in Area 1. “Older well compacted debris” and “Gneisses” in either of the two case study areas have statistically significant negative spatial associations with landslide occurrences. Following the above quantified spatial associations, higher LHEF rating should be given to “phyllites/schists/quartzites” than to “weathered gneisses” in both the case study areas. Maximum LHEF rating for “younger loose debris” is appropriate in Area 1 but not in Area 2. Similarly, older and compacted debris material on slopes should be given the lowest LHEF rating in both the case study areas. During field surveys, it has also been observed that the landslide occurrences are comparatively lesser in “Gneiss” and “Older well compacted debris” than in “phyllites/schists/quartzites” and “younger loose material”, which corroborates the above WofE calculations. So, WofE calculated using quantified spatial associations between landslides and factors are more realistic than the subjectively-assigned LHEF ratings.
Table 2.5. Wp and related statistical parameters of factors (C and Stud C) based on the WofE method. C is the contrast defined by the difference between positive weight (Wp) and negative weight (Wn) of a factor class and Stud C is the studentised contrast defined by the ratio of contrast (C) to its standard deviation, calculated using variances of weights (Bonham-Carter et al., 1989). 
[image: image12.png]Geofact Area 1 Area 2
eofactors C Stud C_ Wp C StudC___ Wp
Lithology
Phyllite/Schist/Quartzites 0.79 9.2 0.78 0.98 10 1.02
Gneiss ** -0.97 -8.3 -0.98 -0.03 -0.3 0.01
Sheared gneiss -1.11 -1.9 -1.12 0.62 2 0.66
Alluvial fill 0.69 4.3 0.68 ? ? -0.86
Older compacted debris -1.19 -9.3 -1.20 -0.90 -8.2 -0.86
Younger loose debris 2.13 19.6 2.12 -0.29 -1 -0.25
Sandy soil N.A N.A N.A 0.29 1.4 0.33
Clayey soil N.A N.A N.A 0.59 3.5 0.63
Structure
Type 1 (LHEF<0.8) -0.05 -0.5 -0.06 -0.57 -6.1 -0.05
Type 2 (0.8< LHEF< 1) -0.63 -3.7 -0.64 0.38 3.6 0.26
Type 3 (1=<LHEF<1.3) 0.24 2.7 0.22 0.47 5 0.20
Type 4 (1.3<LHEF<1.6) 0.04 0.3 0.02 -0.56 -2.1 -0.47
Type 5 (LHEF>1.6) 0.35 1 0.33 ? ? -0.47
Slope
Very gentle -0.57 -3.5 -0.58 0.10 1 0.06
Gentle -0.06 -0.7 -0.07 0.07 0.6 0.03
Moderate 0.12 1.4 0.11 0.17 1.7 0.13
Steep 0.16 1.2 0.15 -3.60 -3.6 -3.63
Escarpment/cliff 1.10 4.5 1.09 ? ? -3.63
Relative relief
Low 0.09 0.9 0.11 0.51 4.6 0.54
Medium -0.30 -3.4 -0.29 -0.35 -3.7 -0.32
High 0.25 2.8 0.26 0.05 0.5 0.08
Landuse & land cover
Agri/settlement 0.23 2.6 0.21 -0.48 -5 -0.52
Tea garden -1.65 -10.6 -1.67 ? ? -1.78
Cinchona N.A. N.A. N.A -0.69 -1.4 -0.74
Moderate forest 0.25 1.4 0.23 -0.71 -4.4 -0.75
Thick forest 0.60 6.8 0.58 -0.57 -1.7 -0.61
Sparse forest 0.00 0 -0.02 -1.74 -9.4 -1.78
Barren land 0.85 5.5 0.82 2.99 32.8 2.94
Hydrogeology
Damp -1.21 -7 -1.19 -0.79 -6.1 -0.74
Wet -0.03 -0.2 0.00 -0.57 -6.2 -0.51
Dripping 1.94 15.8 1.96 1.48 16.2 1.53
Flowing 0.74 2.3 0.77 ? ? -0.74

N.A. - Not applicable because factor class is not mapped in that study area.
?- Unquantifiable spatial relationship.




In Area 1, steeper slopes generally have statistically significant increasing contrast values, starting from negative studentised contrast values in gentle slopes to highly positive studentised contrasts in escarpments and cliffs. This is in line with the fact that in Area 1 most landslides are rockslides, which occur on steep slopes in general. In Area 2, the pattern is different: there gentle to moderate slopes have statistically significant positive studentised contrast values, whereas steeper slopes have negative values, indicating the presence of large debris slides in lower slope classes. Therefore, the increasing trend of LHEF ratings with steeper slope classes is not always appropriate or is highly dependent on the type of landslides or failure mechanisms studied and on the use of the part of the landslide polygon (depletion or accumulation zone) for analysis.  

Relative relief, the other topographic factor in the BIS method, does not show a consistent relation with landslides in both case study areas, as it is difficult to explain why the medium class has a negative spatial correlation while the other classes have a positive correlation. The increasing weights for higher internal relief as indicated in the LHEF rating in BIS is therefore not appropriate in both case study areas. Question should be raised whether this factor is useful to include in such an analysis, as it has also a large overlap and obvious conditional dependence with slope angle and size/area of the slope facet. 

The weights and contrasts derived for the land-use and land-cover classes (Table 2.5) show large variations, between the two case study areas, and between the two methods used. Apart from the tea gardens, which show negative spatial associations with landslides, and the barren slopes, the contrast factors are reverse for all landuse types in both case study areas. According to the WofE calculations, in Area 1, maximum LHEF rating should be given to thick forest, followed by successively lower LHEF ratings to barren land, agriculture/settlement and moderate forest and lowest LHEF rating for tea garden. In Area 2, the highest LHEF is appropriate for barren land, but sparse forest must be given the lowest LHEF rating. The above analysis either points towards a complex causal relationship between landslides and land use in the study area which varies from an area to another or there could be no relation between the two. Landslide in such areas is perhaps more controlled by some other factors (e.g., lithology, slope etc.). Therefore, the relationship of land-use with rock slide is not direct and thus application of “land use and land cover” as a direct causal factor to rock slide needs further examination. Tea gardens in general ensure a better stability due to good land management practices, whereas other agricultural land or densely habitated land on moderate to steep slope can contain higher concentration of shallow debris slides depending on poor land-use practices. 
As indicated earlier, the hydro-geological factor of the BIS method is difficult to include in the analysis. The classification as shown in Tables 2.1 and Table 2.5 is also dependent on the season in which the field data are collected, and the classes are not defined in a very scientific manner. Moreover, the recommended classes can barely be correctly mapped at medium scale (1:50,000) in field over a large area. According to WofE results, the class indicated as “dripping” has the most statistically significant positive spatial association with landslide occurrences in both areas, whereas the class indicated as “flowing” has only a positive but lower relation in Area 1 but a negative relation in Area 2. In Area 1 there is a relationship between landslides and the proximity to streams, which is lacking in Area 2, where landslides occur more on gentle slopes and agricultural terraced lands. Thus, the weights derived from the WofE do not correspond with those from the BIS method for the hydro-geological factors, although, the former seems to represent some spatial association between landslides and specific factors, that could be genetically related. Perhaps more detailed and direct hydro-geological factors, derived from a digital elevation models, such as the wetness index (Beven and Kirby, 1979) are to be tested as potential predictors to different landslide types (see chapter 7). 
2.3.2.
WofE susceptibility maps and validation

To prepare the WofE-based landslide susceptibility maps, a final weight for each class of a factor is assigned by 
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(2.1)
where, 
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The above formula (Eqn. 2.1) was applied to maximise the influence of positive weights of each factor class by simultaneously considering the sum of the negative weights of the rest of the factor classes of the same factor theme (Bonham-Carter et al., 1989). By applying the above conversion formula, highest positive weights were assigned only to the causal factor class whereas, other, insignificant factor classes or the factor classes having unquantifiable spatial relations (the factor class which contains no training landslide data) were assigned the maximum negative weight values. Multi-class weight maps of all layers of evidence were finally combined to derive the accumulated WofE for further susceptibility classification. 

The final WofE maps of Area 1 and 2 were then spatially combined with the training landslide data and the success rate curves (also known as “goodness-of-model-fit”) were prepared (Fig 2.5) following the same method of constructing prediction rate curves for the BIS-susceptibility maps (Chung and Fabbri, 1999). The results indicate that 30% of the area with the highest weights contains 71% (Area 1) and 83% (Area 2) of cumulative landslide areas (Fig. 2.5). The different success rates in both case study areas indicate different slope failure mechanisms, which require different combinations of factors and segregation of landslide occurrences into different types. Using a randomly-selected landslide dataset as testing data which was not used in training the WofE models, prediction rate curves in both the areas were prepared (Fig. 2.5).  The available data of factors gave a better ‘goodness-of-model-fit’ and “prediction rate” in Area 2 than in Area 1 (Fig. 2.5). 
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Fig. 2.5. Success and prediction rate curves of landslide susceptibility maps (WofE method) for (a) Area 1 and (b) Area 2.

Each of the WofE-based landslide susceptibility maps of the case study areas was then classified into five susceptibility classes (Fig. 2.2b and Fig. 2.3b) similar to the maps obtained via the BIS method. The class boundaries of WofE weights were determined according to the respective success rate curves of the two areas (Fig. 2.5) and considering the specified ranges of cumulative landslide area percent values (Table 2.6). In case of WofE landslide susceptibility maps, landslide density and percentage of total landslide area in each susceptibility class were also calculated considering the entire population of known landslide occurrences in each of the case study areas (Table 2.7). The “high” and “very high” susceptibility classes contain around 80% of the total landslide areas in Area 1 and around 83% of total landslide areas in Area 2 (Table 2.7). The landslide densities also sharply increase with increasing landslide susceptibility from “high susceptibility” to “very high susceptibility”. These results indicate better models of spatial associations between factors and landslides as quantified by an empirical method (WofE) than those by an indirect heurist (BIS) method.
Table 2.6 WofE-based landslide susceptibility classes according to the steepness of success rate curves.

[image: image21.png]Table 2.6 WofE-based landslide susceptibility classes according to the steepness of success rate curves.

Landslide
susceptibility

%-le break
(Cummulative
landslide area in
success rate)

Range of weight values

Area 1 (TS78A/8) Area 2 (TS78A/12)
Very low 100 <-2.50 <-1.81
Low 95 -1.71to - 2.50 -1.35to - 1.81
Moderate 90 -0.94 to -1.71 -0.87 to -1.35
High 85 1.31 to -0.94 1.43 to - 0.87
Very high 55 > 1.31 > 1.43





2.4. Predictive capabilities of BIS and WofE methods

To compare the results of WofE and BIS methods, both the success and prediction rates (Fig. 2.5) of WofE susceptibility maps are compared with the prediction rate curves of BIS susceptibility maps (Fig. 2.4). For Area 1, 30% of the map with highest weights according to the WofE method predicts 42% of the landslide areas, whereas the 30% of the map with highest TEHD values according to the BIS method also predict 42% of landslide areas. Whereas the success rate or ‘goodness of model fit’ of WofE in Area 1 is substantially higher (71%) (Fig. 2.5a) than the prediction rate of BIS susceptibility map (Fig. 2.4). In Area 2, 30% of the map with highest weights according to the WofE method predicts 90% of the landslide areas (Fig. 2.5b), whereas 30% of map with highest TEHD values according to the BIS method could predict only 52% of landslide areas, which is also substantially lower than the success rate (83%) of WofE susceptibility maps (Fig. 2.5b).  
Excepting Area 1, both the prediction rate and success rate curves indicate that the landslide susceptibility maps created via the WofE method are better than the landslide susceptibility maps created via the BIS method. These demonstrate that the WofE method performs better than the BIS method both in “goodness-of-model-fit (success rate) and “prediction rate” analysis; although in both cases the prediction rates are not always equally high and not exceeding the corresponding success rate or prediction rate curves (e.g., Area 1). This inconsistency in validation results indicates that a) the factors specified by the BIS method (and the same which were used in the WofE method) are not the optimal spatial factors for prediction of landslide occurrences in either of the two case study areas, b) less-accurate and insufficient spatial representation of some of the spatial factors such as structure, hydro-geology, rock weathering and soil depth due to bias, uncertainty and scale constraints, and c) existing BIS guidelines do not allow selection of factors that are specific to different landslide types and failure mechanisms, and d) landslide inventory maps are most-probably incomplete since source data likely to have both temporal and spatial data gaps. 

Table 2.7. Area, density, and percentage of landslides in different landslide susceptibility classes mapped in the study areas according to the WofE method.
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Study area Landslide susceptibility Cross-validation

Class Area covered Area (km?) of Landslide % total landslide
(km?) known density area
landslides

Area 1 Very low 74 0.11 0.15 7
Low 35 0.10 0.29 6
Moderate 42 0.12 0.29 7
High 95 0.52 0.55 31
Very high 43 0.83 1.93 49

Area 2 Very low 169 0.07 0.04 5
Low 61 0.09 0.15 6
Moderate 43 0.08 0.18 6
High 94 0.45 0.48 31
Very high 27 0.75 2.78 52





2.5. Conclusions and recommendations

In this particular study, the performance of a specified-rating based landslide-independent knowledge-driven (heuristic) method (BIS) for landslide susceptibility mapping that is widely followed in India has been compared with an empirical method (adapted from WofE) in two adjacent case study areas, where the importance of the same factor classes is analyzed objectively through their spatial associations with landslide occurrences. The landslide susceptibility maps obtained via WofE show better success/prediction rates than those of the BIS landslide susceptibility maps in both case study areas. Due to different landslide types and related factor combinations in the two case study areas, the prediction rates varied substantially. The results show that landslide susceptibility mapping in complex environments like the Darjeeling Himalayas should not be done using pre-defined factors and specified weights, as in the BIS guidelines. In every area, experts should select those combinations of relevant factors only that best predict the occurrence of specific landslide types that occurred. A guideline for landslide susceptibility mapping at medium scales should therefore not specify factors and rating schemes based solely on subjective criteria but on the methods to be carried out iteratively and interactively to analyze the importance of the individual relevant factors using various empirical tools of spatial association analyses (see chapters 4 and 6). This could be combined with area specific knowledge on landslide types and causal mechanisms and a unique/effective way for quantitative validation of output susceptibility maps. 

The results and inferences of this chapter lead to the importance of investigating landslide hazard analysis by first generating landslide inventory maps (chapter-3). Landslide inventory mapping is the most fundamental exercise in any landslide hazard prediction method because it allows us to develop knowledge about a) the past landslide types, failure mechanisms, and conceptual knowledge about relations between existing landslides and causal factors, b) spatio-temporal evolution and activity of landslides, c) relation between existing landslides and triggering factors and d) frequency of occurrence of landslides having different magnitudes, which are essential inputs for determining spatial, temporal and magnitude predictions of landslide occurrence. 
Chapter 3

Generating event-based landslide inventory maps
Landslide inventory maps store information on the spatio-temporal distribution of landslide occurrences and are usually linked to attributes with information on date of occurrence, types, failure mechanisms, area/volume, depth, etc. A special type of landslide inventory that displays the landslide occurrences that are caused by the same triggering event is also called an event-based landslide inventory or MORLE (Crozier, 2005). Generation of such event-based landslide inventory maps in perennially data-scarce environments, like the Indian Himalayas and their subsequent use for landslide hazard analysis is a challenging task. This chapter is based on two publications: (a) “Generation of event - based landslide inventory maps in a data - scarce environment: case study around Kurseong, Darjeeling district, West Bengal, India” (Ghosh et al., 2009b) and (b) “Generating event-based landslide maps in a data-scarce Himalayan environment for estimating temporal and magnitude probability” (Ghosh et al., in Press). This chapter also describes how landslide inventory maps can be used to calculate the temporal and magnitude probabilities of future landslides.    
3.1. Introduction
Incorporation of landslide hazard analysis into land use planning is important for proper mitigation of the impact of landslides. Whereas this has become a standard practice in developed countries, many developing countries still lack proper land use planning and zoning regulations, let alone analysis of landslide risk due to lack of detailed and reliable landslide hazard maps. In many cases, available landslide hazard maps are actually landslide susceptibility maps (e.g., Figs. 2.2 and 2.3) with qualitative levels of landslide proneness 
 ADDIN EN.CITE 
(e.g., Kanungo et al., 2006; Ghoshal et al., 2008; Gupta et al., 2008; Mathew et al., 2009)
, that cannot be used directly in the quantification of the possible impact of landslides. Conversion of landslide susceptibility maps into landslide hazard maps requires estimates of spatial, temporal and magnitude probabilities of landslides 
 ADDIN EN.CITE 
(Guzzetti et al., 1999; Glade et al., 2005; Fell et al., 2008; van Westen et al., 2008)
. Those probabilities can only be derived accurately through the generation and analysis of event-based landslide inventory maps.

Landslide inventory maps can be prepared through various methods, such as historical archive studies, interviews, detailed geomorphologic fieldwork, image interpretation and remote sensing techniques 
 ADDIN EN.CITE 
(Hansen, 1984; Wieczorek, 1984; Guzzetti et al., 2000; Cardinali et al., 2002; Galli et al., 2008; van Westen et al., 2008; Martha et al., 2010)
. An event-based inventory is prepared soon after a prominent landslide-triggering event (e.g., rainfall, earthquake) to depict all slope failures that are due to that triggering event 
 ADDIN EN.CITE 
(Harp and Jibson, 1996; Guzzetti et al., 2004; Sorriso-Valvo et al., 2004)
. Due to lack of sufficient historical information on landslides or post-event field maps, air photos or satellite images from the past are often used as the main remote sensing source data for the generation of event-based landslide maps (Rib and Liang, 1978; Guzzetti et al., 2008).

The success of generating such event-based landslide inventory maps via stereoscopic interpretation of images/air-photos from different periods depends on several factors. Most importantly the availability of images of suitable quality and resolution, taken soon after a major landslide-triggering event, determines whether it is possible to extract individual event-based landslide maps. The characteristics of landslides may not be recognizable anymore in remote sensing imagery of later dates, as they may be obscured by vegetation re-growth or even by quick reactivation. If no images are available directly after a triggering event, it becomes difficult to make separate event-based inventories for triggering events that occurred between the dates of two available images. In addition, skills in image interpretation, which vary among individual persons, play an important role (Carrara, 1993), as well as the accuracy with which landslides are located on base maps (Malamud et al., 2004). Through time, multiple small slope failures may merge into larger landslides, which render detection of smaller landslides problematic and thereby introducing a bias in the frequency–size statistics of landslides. Accordingly, lack of spatial and temporal accuracy in landslide inventories, incompleteness of individual inventories and gaps in time between inventories are serious bottlenecks in determining temporal and magnitude probabilities of landslides and, therefore, pose difficulties in quantitative landslide hazard assessment (van Westen et al., 2006). 
In this chapter, a work is presented on how to generate event-based landslide inventory maps for landslide-triggering events (e.g., rainfall) over a 40-year period (1968 to 2007) in a highly landslide-prone area (Fig. 1.1d) in Darjeeling Himalaya (India) based on available source data sets. In a data-scarce environment like India, source data for landslide inventory mapping are in general incomplete, and, there are data gaps for certain periods. Various source data also have different scales and resolutions. Notwithstanding such constraints, this study demonstrates how an event-based landslide database can be generated and used for estimating two important parameters (temporal and magnitude predictions) of landslide hazard. 

3.2. Event based landslide inventory maps

3.2.1.
Source data sets
The source data sets that were used in this study for landslide inventory mapping consisted of high-resolution satellite images, aerial photographs, topographic maps, old landslide inventory maps and reports of field investigations (Table 3.1). The oldest data set consists of topographic maps prepared by the Survey of India (SOI) in 1969, one year after a major landslide event that occurred between 2 and 4 October 1968, due to an high amount of rainfall of 1100 mm (Basu and De, 2003). During 1969, the SOI updated their topographic survey and prepared new 1:25,000 topographic maps, which included the locations of prominent and active landslides of the 1968-event. The next data set consists of 1:50,000 and 1:10,000 scale black-and-white stereo-air photos from 1980. The third data set is a field-based landslide inventory map from 1993 prepared by the Geological Survey of India (GSI) soon after a landslide event that occurred between 1 and 3 July  1993 (Sengupta, 1995). Unfortunately, this map covers only 56 km2 in the south-eastern part of the study area. The fourth data set is another event-based landslide inventory map prepared by GSI after a landslide event that occurred between 6 and 8 July 1998 (Bhattacharya et al., 1998). This inventory map covers only a part of the area (~20 km2) in the centre of the study area, and does not overlap with the previously-mentioned inventory map. For the period 2002 to 2006, three high-resolution Indian satellite images were used as source data (Table 3.1). The most recent data set is a detailed landslide inventory map prepared during this research through field surveys soon after a recent landslide event in 2007 (Table 3.1). 
Table 3.1: Types, extent and period (DOA = date of acquisition) of source data and associated rainfall event-days for the landslide inventories (LI).
[image: image23.png]Table 3.1: Types, extent and period (DOA = date of acquisition) of source data and associated rainfall events for landslide
inventory (LI).

Source data (scale/resolution) Extent DOA/period Known rainfall event- LI

(km?) days (24 days) period
Topographic map (1:25,000) 90 1969-1970 2-4 October, 1968 LI68
BxW stereo airphotos (1:50000 and 1:10000) 90 1980 12 & 24 July, 1979 LI79

90 1984 18 September, 1984

90 1985 18-19 October, 1985
No source data available 90 1986 28 June, 1986 -

90 1991 9-11 September, 1991
Field-based landslide inventory map (1:25,000) 56 1993 1-3 July 1993 LI93
Field-based landslide inventory map (1:25,000) 20 1998 6-8 July 1998 LI198
IRS 1-D PAN image (5.8 m) 90 2002 Unknown LI99-02
IRS P-6 LISS-4 MX (5.8 m) 90 2004 5-7 July 2003 LIO3
IRS P5 Stereo Cartosat - 1 (2.5 m) 90 2006 Unknown LI04-06

Field-based landslide inventory map (1:25,000) 90 2007 6-8 Sept., 2007 LIO7





3.2.2.
Methods of landslide inventory mapping

Because the source data sets vary in resolution, type and extent, different methods were adopted for extracting landslide information. For each period (Table 3.1; Fig. 3.1), a landslide inventory was made, and landslides were mapped as polygons, with a separation of their erosional and depositional area (preferably for large landslides). Each landslide was characterized by attributes such as movement type, material involved, activity, depth, failure mechanism, and date of occurrence (wherever possible), according to international standards 
 ADDIN EN.CITE 
(e.g., Varnes, 1978; UNESCO-WP/WLI, 1990; UNESCO-WP/WLI, 1993)
. A depth-to-failure surface of 5 m was considered as the main criterion to differentiate between deep-seated and shallow landslides. The source data of the 1968-event (topographic map sheets of 1969) contain no information on landslide types, depth and failure mechanisms. Thus, the 1980 airphotos were stereoscopically examined to characterize the 1968-landslides (LI68). 
Stereoscopic interpretation of the 1:10,000 and 1:50,000 scale black-and-white stereo airphotos from 1980 was carried out using a mirror stereoscope, and landslide types were identified based on texture, tone of photo-elements, association, morphometry, depth and freshness of scarps. In addition, the airphotos from 1980 were used to map large scarps and depositional areas representing old/inactive landslides, which occurred prior to 1968 and thus, cannot be linked to any known landslide event. The landslides from the field-based inventory maps of 1993 and 1998 (LI93 and LI98) were converted to a base map, and additional non-spatial attributes, such as depth and failure mechanism, were interpreted from later images, although the extent of these two inventories did not cover the entire study area (Table 3.1). 
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Fig. 3.1. Known landslide event-years and the generated landslide inventories (LI). Confirmed landslide events are the events having definite source data/maps; reported landslide events are known events but lack any source data/maps.
For subsequent periods (1999-2006), landslides were mapped from three high-resolution satellite images of 2002, 2004 and 2006 by digital stereo image interpretation with specialized software (Stereo-Analyst in ERDAS Imagine 9.x and ILWIS 3.3) using ortho-rectified images and a digital elevation model (DEM), derived from stereo Cartosat-I images of 2006 (Table 3.1). Within the above-mentioned period, only one major landslide event was known that occurred during the monsoon of 2003 (5-7 July, 2003) (Paul and Sarkar, 2003). The landslides for this event (LI03) were mapped mostly by comparing the images of 2002 and 2004 in conjunction with field data reported by Paul and Sarkar (2003). By comparing the landslides mapped for the period 1968 to 1998 with those in the image of 2002, an inventory of landslides that occurred between 1999 and 2002 (LI99-02) was generated. Unlike the other inventories (e.g., LI68 and LI93), this inventory lacks the exact date of the landslide-triggering event. Following a similar method, we compared further the landslides mapped from the images of 2004 and 2006 to generate another landslide inventory (LI04-06), which also lacks a specific landslide event-date. After a landslide event that occurred during the monsoon of 2007, all the associated landslides were mapped (LI07) by field surveys conducted during this research. In addition, some information and data about four landslide event years (1984, 1985, 1986 and 1991) were gathered from old geological reports and interviews with local people because no post-event landslide maps were available for those event years (These are indicated as reported landslide events in Fig. 3.1). 
3.3. Analysis of landslide inventories

3.3.1. 
Landslide types and frequencies

The eight event-based landslide inventories were compared to examine variations in landslide characteristics (frequency, area, density, type and activity). For activity, the landslides associated with different events were spatially compared via buffer analysis in a GIS to identify the likely reactivated landslides. A buffer distance of 50 m was selected based on the field experiences and the scale of inventory mapping (1:25,000). Landslides from a later inventory were considered to be reactivated if they were located within 50 m of landslides from an earlier inventory; otherwise they were considered as new landslides.

The descriptive statistics for the eight event-based landslide inventories are presented in Table 3.2. The landslide density (number per km2) varies through time, with the highest density in 1979 (6.2). The medians of areas of mapped landslides per event-based inventory vary between 519 m2 (LI79) and 3385 m2 (LI68), excluding the large un-dated landslides that existed before 1968 (Table 3.2). The large landslides those are older than 1968 occupy about 21% of the study area and are mostly deep-seated rockslides with maximum area of 2.14 km2. Since the inventory of pre-1968 landslides are not event-based, their density and dimension were not compared with those of the landslides in the eight event-based inventories between 1968 and 2007 (Table 3.2).   
Between 1968 and 2007, shallow translational rockslides (hereafter denoted as Sh_rs; Fig. 3.2a) appear to be the most frequent slope movements (68%), followed by shallow translational debris slides (hereafter denoted as Db_rs; Fig. 3.2b) (29%) and deep-seated rockslides (hereafter denoted as Dp_rs; Fig. 3.2c-d) (3%). No analysis of Db_rs was made for LI98 because it contains only 31 debris slides that affected the railroad. The source map of LI98 did not cover any of the areas under natural slopes that were affected by 1998-event. Compared to the above two landslide types, the density frequency of Dp_rs is rather low, although they occupy larger areas (Table 3.2). Fig. 3.3 shows the overall landslide inventory for the study area, with indication of the most recent dates of landslide activity, and Fig. 3.4 illustrates the distributions of all landslide types that were mapped from the different source data sets. 
Table 3.2 Summary statistics of landslides in individual event-based landslide inventory (NA = not available)

[image: image25.png]Landslide statistics Pre-1968 Event-based landslide inventory (LI)

slides  |168  LI79 LI93 LI98 LI99- LIO3 LI04-06 LIO7

02

Area of inventory (km?) 90 90 90 56 20 90 90 90 90
Number of landslides 200 83 562 108 31 185 242 164 85
Landslide area (km?) 9.5 0.49 0.64 0.5 0.05 0.84 1.18 0.65 0.11
Min. slide area (m?) 192 776 45 372 185 271 221 45 42
Max. slide area (m?) 2141500 70253 55815 40906 9573 79157 92155 119285 8265
Mean area (m?) 101455 5986 1136 4634 1713 4525 4898 3985 1357
Median area (m?) 20345 3385 519 2616 824 2301 1866 732 628
Number density (Nr/km?) 2.2 0.9 6.2 19 1.6 2.1 2.7 1.8 0.9
Area density (%) 10 0.5 0.7 0.9 0.25 0.93 1.31 0.67 0.12
Shallow translational rock slides (Sh_rs)
Total landslides (Nr) 0 50 374 86 NA 123 167 116 63
Landslide area (km?) 0 0.22 0.32 0.28 NA 0.31 0.36 0.17 0.08
Shallow translational debris slides (Db_rs)
Total landslides (Nr) 0 13 175 13 31 48 53 34 22
Landslide area (km?) 0 0.04 0.12 0.05 0.05 0.16 0.17 0.04 0.03
Deep-seated rock slides (Dp_rs)
Total landslides (Nr) 200 11 13 9 NA 14 22 14 0
Landslide area (km?) 19 0.23 0.20 0.17 NA 0.37 0.65 0.44 0
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Fig. 3.2 Field photographs of recently active landslides. Examples of (a) a shallow translational rockslide (Sh_rs), (b) a shallow translational debris slide (Db_rs), (c) and (d) deep-seated rockslides (Dp_rs). Scale and directions shown in the photographs are approximate.
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Fig. 3.3.  Multi-temporal landslide inventory map of the study area indicating years of past landslide activity. The large un-dated landslides of pre-1968 are also shown.
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Fig. 3.4 Distribution of all landslide types mapped from eight different landslide inventory data sources. The large un-dated rockslides of pre-1968 are also shown.

3.3.2.
Temporal landslide activity 

Table 3.3 shows the number and area of both reactivated and new landslides in each of the landslide inventories. For the inventory LI79, the analysis was done with respect to the LI68 inventory.  Because some of the inventories (LI93 and LI98) do not cover the entire study area, it was considered that it is better to evaluate relative numbers (e.g., percentage of landslides) rather than the absolute numbers to understand the change in landslide activity. The inventory of 1979 (LI79) shows the highest percentage of reactivated landslides (90%). This is partly due to the effect of the large difference in the resolutions of source data from which the inventories were derived, as LI79 was obtained from 1:10,000 scale airphotos and LI68 from a generalized 1:25,000 scale topographic map. Similarly, the relative numbers of new landslides do not show a clear trend. There are years where the fraction of new landslides increases, periods when it seems constant, and followed again by periods of increase. LI03 is clearly an outlier, as all 185 landslides that were mapped in the previous event (LI99-02) were reactivated. The percentage of reactivated deep-seated rockslides is higher than the percentage of reactivated shallow landslides, and, ranges from 54% (LI79) to 100% (LI03). On average, 61% of the ‘new’ landslides that occurred in the period from 1968 to 2007 were located either within or very close to the deep-seated large landslides that existed before 1968 ( Figs. 3.3 and 3.4).
Table 3.3.  Frequency (Nr) and area of reactivated and new landslides in individual event-based landslide inventories (results of GIS-based buffer analysis). (NA = not mapped).
[image: image29.png]Table 3.3 Frequency (Nr) and area of reactivated and new landslides in individual event-based landslide inventories
(results of GIS-based buffer analysis). (NA = not mapped).

Landslide inventory (LI) LI79 LI93 LI98 LI199-02 LIO3 LI04-06 LIO7
All landslides

Number of landslides 562 108 31 185 242 164 85
Landslide area (km?) 0.64 0.5 0.05 0.84 1.18 0.65 0.12
Reactivated (Nr) 55 60 13 76 185 98 53
New (Nr) 507 48 18 109 57 66 32
Reactivated area (km?) 0.2 0.32 0.03 0.52 1.10 0.59 0.09
New area (km?) 0.44 0.18 0.02 0.32 0.08 0.06 0.03
Shallow translational rockslides

Number of landslides 374 86 NA 123 167 116 63
Landslide area (km?) 0.32 0.28 NA 0.31 0.36 0.17 0.08
Reactivated (Nr) 42 44 NA 55 124 71 38
New (Nr) 332 42 NA 68 43 45 25
Reactivated area (km?) 0.04 0.15 NA 0.17 0.30 0.14 0.05
New area (km?) 0.28 0.13 NA 0.14 0.06 0.03 0.03
Shallow translational debris slides

Number of landslides 175 13 31 48 53 34 22
Landslide area (km?) 0.12 0.05 0.05 0.16 0.17 0.04 0.03
Reactivated (Nr) 6 9 13 12 30 14 15
New (Nr) 169 4 18 36 18 20 7
Reactivated area (km?) 0.003 0.04 0.03 0.07 0.14 0.02 0.02
New area (km?) 0.12 0.01 0.02 0.09 0.03 0.02 0.01
Deep-seated rockslides

Number of landslides 13 9 NA 14 22 14 0
Landslide area (km?) 0.20 0.17 NA 0.37 0.65 0.44 0
Reactivated (Nr) 7 7 NA 9 22 13 0
Reactivated area (km?) 0.16 0.13 NA 0.29 0.65 0.43 0
New (Nr) 6 2 NA 5 0 1 0
New area (km?) 0.04 0.04 NA 0.08 0 0.01 0





Further, landslide density within each terrain unit was calculated to study the changes in landslide activity (See Table 3.4). The map of terrain units was obtained via a semi-automatic technique by delineating ridge crests, streams and spur axes using a 10 m × 10 m digital elevation model (DEM) (cf. Carrara et al., 1991). Since both LI93 and LI98 inventories cover only small and separate parts of the study area (Table 3.2), they were merged into a single inventory for the purpose of this analysis. In view of mapping and digitization errors, terrain units with landslide density equal to or less than 2% are considered to be stable (Galli et al., 2008) or having “no landslides”. 

Table 3.4 Temporal trend of landslide activity in affected terrain units. There are 1001 terrain units in the study area.
[image: image30.png]Table 3.4: Temporal trend of landslide activity in affected terrain units. There are 1001 terrain units in the study
area.

Inventory Number of unstable terrain units

year total with new activity  with increased activity with constant activity
Pre-1968 443 - - -

1968 66 - - -

1980 160 94 27 39

1998 206 46 56 104

2002 259 53 61 145

2004 293 34 106 153

2007 301 8 31 262





Fig. 3.5 illustrates variations in area-based landslide density per terrain unit during the last 40-year period (1968-2007). Table 3.4 lists the numbers of unstable terrain units in different periods derived from the above analysis. Initially, 44% of the terrain units (i.e., 443 out of 1001 terrain units) are covered by the large pre-1968 landslides. There is a steady increase of unstable terrain units from 1968 (66) to 2007 (301). About 68% (205) of these 301 unstable terrain units in 2007 are located on or very close to pre-1968 landslides (Fig. 3.5). The numbers of new terrain units affected by landslide activity decrease from 1980 (94) to 2007 (8) (Table 3.4), which clearly indicates the predominance of landslide reactivation in the study area. Terrain units with increasing landslide activity are mostly in 2004 (106) because of the landslide event that occurred in 2003, although, the numbers of terrain units with increasing landslide activity reduced to 31 in 2007. However, about 87% of the unstable terrain units in 2007 seem to have a constant landslide activity (because the absolute values of area based landslide density in such terrain units almost remained unchanged), as compared to those in the immediately preceding inventory.
3.4. Temporal probability estimation

Because of substantial gaps (e.g., 1969-1978, 1980-1992 and 1994-1997) in the available landslide inventories (Fig. 3.1) due to unavailability of source data, direct calculations of temporal probability of landslides using the frequencies of the known events could lead to an underestimated prediction. Instead, available information about the known days (or events) of landslides (see Table 3.1) can be used to establish an empirical link with days (or events) of extreme rainfall 
 ADDIN EN.CITE 
(e.g., Gabet et al., 2004; Petley et al., 2007; Dahal and Hasegawa, 2008)
 assuming that such extreme rainfall events triggered the landslides. Unlike the methods of linking rainfall and landslides using bivariate linear relations between daily and antecedent rainfall amounts (Chleborad et al., 2006; Jaiswal and van Westen, 2009), a multivariate classification technique (discriminant analysis, hereafter denoted as DA) was used to predict landslide-triggering events. This latter method objectively facilitates capturing of possible non-linear relationship that exists between triggering rainfall events and various rainfall predictors, such as daily rainfall as well as a set of antecedent rainfall amounts. The frequencies of landslide events predicted via DA that were linked to triggering rainfalls were then used in Poisson distribution model to calculate the temporal probability of similar landslide events in the future.
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Fig. 3.5.
Distribution of area-based landslide density per terrain unit (landslide area × 100/area of terrain unit) for the period from 1968 to 2007.
3.4.1.
DA modeling for rainfall - landslide event relationships
The aim of DA was to define an empirical relationship between days with and without landslide events as response variable and daily variation in rainfall amounts as predictor variables. This analysis allows prediction of landslide event-days by using thresholds derived from the DA model. For the DA modeling, a rainfall station that is centrally located in the study area (Goomtee Tea Garden’s rain gauge station; Fig. 1.1d) was selected and its daily rainfall data (in mm) for the same 40–year period of the landslide inventories (i.e., 1968–2007) were used. For DA, various rainfall indicators such as daily rainfall (DR) and different antecedent rainfall amounts (1, 2, 3, 5, 7 and 10-day antecedent rainfall, hereafter referred to as DR, AR1, AR2, AR3, AR5, AR7 and AR10, respectively) were used as predictors or explanatory variables (cf. Dai and Lee, 2001). As response or grouping variable, the known days (or events) of landslides (24 days) in the 40-year period were considered (see Table 3.1). To each of those 24 days of landslides, a Landslide Occurrence Score (LOS) of “1” was assigned. To all other days, a LOS of “0” was assigned. Because landslides in the study area were triggered only during monsoon rainfall, the rainfall data in the monsoon period (June to October) for each year were used in the analysis, which resulted in a data set of 6120 days. To calibrate the DA model, 4862 (or about 80%) of these 6120 days were randomly selected, of which only 20 days have LOS of 1. The other 1258 (or about 20%) days, of which 4 days have a LOS = 1, were kept aside for cross-validation of the DA model. 

The DA model with seven rainfall predictors (DR, AR1, AR2, AR3, AR5, AR7 and AR10) resulted in a statistically significant discriminant function (Wilk’s Lambda = 0.938 and significance level = 0.000), which was able to explain all the variances of the data in the model and successfully classified 80% of known landslide event-days (LOS = 1). The group centroids of the DA model have wide separation between the two response groups (LOS 0 = -0.017 and LOS 1 = 4.005) suggesting that the separation potential of the discriminant function between the two groups is strong. The highest coefficient value of the discriminant function pertains to daily rainfall (DR=0.849), followed by AR1 (0.383), AR2 (0.271) and AR5 (-0.338) respectively, signifying their ability to classify the dichotomous response variable (i.e., LOS = 1 and LOS = 0). The predictors AR3, AR7 and AR10 are non-correlated with the discriminant function; and, therefore, contribute nothing to the model classification. The structure matrix of the discriminant function further reveals that both AR7 (0.247) and AR10 (0.237) are sufficiently correlated with AR5 (0.267) and the model statistics used in the DA model (“F to enter as 3.84” and “F to remove as 2.71”) successfully resulted in the removal of AR7 and AR10 from the analysis. The variables or the predictors remaining at the final step of the DA are reasonably uncorrelated as depicted by the values of correlation in their structure matrix (DR = 0.886, AR1 = 0.542, AR2 = 0.480 and AR5 = 0.267). Based on the results of above DA model, the following equation was derived to calculate the discriminant score (DS) for each case:
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The DA model successfully classified 80% (or 16) of the 20 known landslide event-days and 95.2% (4610) of the known non-landslide event-days (4842) in the calibration set, indicating that the overall success rate of the model is 95.15% (100*(4610+16)/4862) (Table 3.5). The validation of the DA model is obtained from the classification of cross-validation cases (1258) that were not used to calibrate the model. The DA model successfully classified 100% (four) known landslide event-days and 95.37% (1196 out of 1254) of the non-landslide event-days in the validation data set, which indicate that the overall prediction rate of the DA is 95.38% (Table 3.5). 
Table 3.5: Classification results of DA model. 
[image: image33.png]Table 3.5: Classification results of DA model.

Predicted
Total

No Landslide

landslide
Cases for model Original No landslide 4610 232 4842
calibration Count (days) Landslide 4 16 20
Cases for model Original No landslide 1196 58 1254
validation Count (days) Landslide 0 4 4





3.4.2.
Prediction of landslide events using DA model results

The discriminant function scores (DS) derived from the DA model (Eq. 3.1) were used to identify thresholds to classify landslide event-years with varying degrees of severity by invoking similar concepts used in other analytical fields (cf. Altman, 1968; Rasmussen et al., 1985). Three different threshold DS values were used: 4, 10 and 20. A DS value of 4 was selected to separate years with no landslide events from those with landslide events. Years with a cumulative DS values between 4 and 10 were classified as “minor landslide event years”, those with DS values between 10 and 20 as “moderate landslide event years” and those with a DS values above 20 were designated as “major landslide event years”. These thresholds were subjectively determined by examining and comparing the cumulative DS values of the confirmed landslide events (e.g., LI93, LI03, LI68 etc.) with the severity and damage potential of the corresponding landslide events, as expressed by the landslide density in the terrain units and also from historical records. Fig. 3.6 shows that there are 30 predicted landslide event-years between 1968 and 2007 with cumulative DS values above the minimum threshold of 4. The LI68 event in Darjeeling Himalaya with DS value of 21.89 (Fig. 3.6) corresponds to the most severe landslide event-year (1968) within the analyzed period (Starkel and Basu, 2000) depicted both by the available data and model results. During that event, a very large number of landslides occurred throughout the entire Darjeeling Himalaya that destabilized the infrastructure and communication network in the region for more than a year. Another event confirmed in LI93 (DS = 4.36) was the least-severe event that occurred, causing a limited number of landslides in a few localized areas. Accordingly, in Fig. 3.6, 16 event-years classified as “minor”, 10 event years as “moderate” and 4 event years as “major” based on available datasets that were input to DA to empirically define relationships between known landslide event days and different rainfall variables in the 40 year period (1968-2007). Among the confirmed events, LI93 was predicted as a “minor” landslide event, LI79, LI03 and LI07 as “moderate” landslide events and both LI68 and LI98 as “major” landslide events.
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Fig. 3.6
Threshold cumulative discriminant scores (DS) for predicted “minor”, “moderate” and “major” landslide events. The confirmed six events are shown and associated with corresponding inventory numbers to depict validity of model-derived severity classifications of known landslide events.
3.4.3.
Calculation of exceedance probability

The mean recurrence interval (() of various predicted landslide events (Fig. 3.6 and Section 3.4.2.) can be determined by dividing the period of analysis (40 years, 1968-2007) with the number of predicted landslide event-years (major, moderate and minor). The estimated ( was then used to calculate the exceedance probability of landslide events by using the Poisson distribution model 
 ADDIN EN.CITE 
(Crovelli, 2000; Coe et al., 2004)
. In the Poisson distribution model, exceedance probability or probability of experiencing one or more landslide events during a period ‘t’ can be estimated by the following equation.
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where 
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 is the exceedance probability or probability of occurrence of one or more landslide event in a period ‘t’ and 
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[image: image38.wmf]m

l

1

=

.


Therefore, a graph of exceedance probability versus period (in years) (Fig. 3.7) can be used as an indication of the temporal probability of landslide events over 40 years. For example, within a 10-year period, the exceedance probability of “moderate” and “minor” predicted events are very high (0.91 and 0.98, respectively) compared to a “major” event (0.63).   
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Fig. 3.7. Exceedance probability of predicted major, moderate and minor landslide events, resulting from the application of the Poisson distribution model.
3.5. Magnitude probability estimation

3.5.1.
Landslide magnitude-frequency analysis

The quantitative estimation of the probability of occurrence of landslides of a given magnitude is a key issue for any regional landslide hazard analysis 
 ADDIN EN.CITE 
(Guzzetti et al., 1999; Malamud et al., 2004; Fell et al., 2008)
. Magnitude probabilities of landslides can be estimated after performing the magnitude-frequency analysis of the landslide inventory data. For estimating landslide magnitudes, the area of landslide (m2) can be considered as a proxy 
 ADDIN EN.CITE 
(Aleotti, 2004; Dapporto et al., 2005; Guzzetti et al., 2005)
. Therefore, the frequency-size analysis of landslide area of all the eight event-based landslide inventories that were generated for the period 1968 to 2007 was carried out by calculating the probability density function (hereafter, denoted as pdf) of landslide area using the maximum likelihood estimation method (Fisher, 1922) assuming two standard distribution functions: (i) the Inverse-Gamma distribution function (Malamud et al., 2004), and (ii) the Double-Pareto distribution function (Stark and Hovius, 2001). 
For each inventory, the raw probability density was calculated using the histogram estimation method and considering a logarithmic bin width. Starting from the estimated probability density functions, the corresponding cumulative distribution function (hereafter, denoted as cdf) were calculated to determine the possible magnitude probability of specific landslide sizes (or areas). The above estimation of landslide area (size)-frequency distribution was performed using a script developed in R (R Development Core Team, 2010), a free software environment for statistical computing and graphics (http://www.R-project.org) by Mauro Rossi of CNR-IRPI, Italy. The R package "bbmle" was used in the script to implement the maximum likelihood estimation method. For the said script, see Annexure I in the enclosed CD and also at the following toolbox of CNR-IRPI:

http://geomorphology.irpi.cnr.it/tools/stat-ls/estimation-of-probability-of-landslide-area/ 
3.5.2.
Results and synthesis of magnitude-frequency analysis 

The results of the magnitude-frequency analysis of landslide areas applied to eight event-based landslide inventories are shown in Figs. 3.8 to 3.10 and in Table 3.6. In Figs. 3.8 to 3.10, column A shows box plots demonstrating distributions of frequencies of landslide areas; column B shows estimates of the Inverse-Gamma pdfs and column D shows estimates of the Double Pareto pdfs. Columns C and E show the cdfs calculated from the corresponding Inverse-Gamma and the Double Pareto fitted distributions (Columns B and D) respectively. Table 3.6 gives the related values for the exponent/slope of power-law tail (
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 or 
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) of the pdfs for medium to large landslides and the rollover points, where the distribution changes direction for smaller landslides (in m2). The assumption in the analysis was that larger landslide events would show a higher value for the rollover point, whereas the slope of the right part of the curve (
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), representing medium to large landslides would also be slightly steeper. From the data in Table 3.6 and Fig. 3.10, it can be concluded that the inventories show different values for the rollover points and for 
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. Except LI93, LI98 and LI07, the rest of the inventories can be satisfactorily described by both standard distribution functions available in the literature (Figs. 3.8 to 3.10). This implies that those inventories are more or less complete for landslide areas that are greater than the rollover sizes and, therefore, their respective cumulative probability estimates (cdfs in columns C and E) can be used for the estimation of the magnitude probability of different landslide events. However, of the eight inventories, only five inventories (LI68, LI93, LI98, LI03 and LI07) pertain to specific triggering events (Table 3.7). Inventory LI79 is made from very good source data. In fact, it is the only inventory for which large scale (1:10,000) stereo aerial photographs were available. However, it is the first inventory since 1968, and therefore the landslides that were mapped might have been produced by several triggering events between 1968 and 1979 (Figs. 3.1 and 3.6). Like LI79, the inventories LI99-02 and LI04-06 might also include landslides of several triggering events, as no spatial landslide source data was available for the intermediate years. 

The cdfs shown in column C and E in Figs. 3.8 to 3.10 allow to determine the probability of landslides with an area smaller or larger than a particular size (e.g., area in m2), which can be used as quantitative estimate for landslide size or magnitude probability (Guzzetti et al., 2005). For example, based on the LI68 event and the Inverse-Gamma fit of the landslide area-frequency data, the probabilities that a future landslide event of a similar magnitude would result in landslides >1000 m2 and landslides >10,000 m2 are 0.98 and 0.15 respectively (Fig. 3.8; Table 3.6). The same estimate, based on the Double Pareto fit of the LI68 data, gives somewhat similar probability values (0.95 and 0.12, respectively) (Fig. 3.8; Table 3.6). Table 3.6 presents the probability of future landslide sizes based on the magnitude-frequency analysis of each of the eight landslide inventories, for small (<1000 m2) and large landslides (>10,000 m2).
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Fig. 3.8 Probability density function (pdfs) of landslide area (m2) for historic landslides of 1968-1998. (A) Box plots showing distributions of landslide area (m2). (B) pdfs fitted with Inverse-Gamma distribution function of Malamud et al. (2004). (C) Probability estimates as per the fitted Inverse-Gamma distribution functions, (D) pdfs fitted with the Double Pareto distribution function of Stark and Hovius (2001). (E) Probability estimates as per the fitted Double Pareto distribution functions.
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Fig. 3.9 Probability density function (pdfs) of landslide area (m2) for historic landslides of 1999-2007 and for all inventories together. (A) Box plots showing distributions of landslide area (m2). (B) pdfs fitted with Inverse-Gamma distribution function of Malamud et al. (2004). (C) Probability estimates as per the fitted Inverse-Gamma distribution functions, (D) pdfs fitted with the Double Pareto distribution function of Stark and Hovius (2001). (E) Probability estimates as per the fitted Double Pareto distribution functions.
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Fig. 3.10 Comparison of the pdfs of individual historic landslides that occurred in the period between 1968 and 2007: (a) using Inverse-Gamma fit and (b) using Double Pareto fit.

Table 3.6 Results of size-frequency analysis. The table also demonstrates examples of two magnitude probability estimates, P[AL<1000 m2]: probability that a future landslide will have an area smaller than 1000 m2 and P[AL >10,000 m2]: probability that a future landslide will have area larger than 10,000 m2 (Figs. 3.8 and 3.9); IG = Inverse-Gamma and DP = Double Pareto; 
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= power-law exponent or slope of the power-law tail (IG) and 
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= power-law exponent or slope of the power-law tail (DP); rollover (m2) = area at which pdf changes direction for smaller landslides. 
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The above magnitude-frequency estimates can be used to make an assessment of landslide size probabilities for the available landslide events. For major landslide events, such as LI68, the magnitude-frequency analysis indicates that the probability of landslides with sizes >10,000 m2 is as high as 0.15. The rollover point of this curve is also the highest of all inventories (1682 m2). However, values with a similar order of magnitude are obtained for LI93, which according to the classification in Fig. 3.6 was rated to be a minor triggering event. Despite the differences in the source data sets in terms of aerial and temporal coverages and resolutions (Table 3.7), the frequency-size analysis using the eight inventories combined into a single inventory can depict a generalised magnitude-frequency distribution (Fig. 3.10) of landslides that occurred in the study area between 1968 and 2007. The results shown in Table 3.6 for the combined inventory (
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ranging from 1.09 to 1.17 and rollover point from 218 to 300 m2) are on the lower range of those reported by Malamud et al. (2004) and Stark and Hovius (2001). Therefore, given the problems involved in generation of the individual inventories, it is better to use the size probability values derived from the above combined inventory. Based on the Inverse-Gamma fit of the combined inventory, the probabilities of landslides areas of <1000 m2 and >10,000 m2 are 0.50 and 0.08 respectively, which, based on Double Pareto fit also gives similar probability values (0.48 and 0.08 respectively).
Table 3.7 Summary of problems associated with individual landslide inventories. (N.A. = Not applicable)
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Inventory Type Triggering event Explanation

of event

LI68 Major Single event Data source is a topographic map, which is
updated just after the 1968 landslide event.
Many small landslides are not mapped.

LI79 Moderate Combination of Amalgamation of several landslide events in
several triggering the period between 1968 and 1979. Only
event source data consisting of detailed aerial

photographs (1:10000), therefore many more
smaller landslides could be mapped, as
compared to the other inventories

LI93 Minor Single event The source data is a field map made after a
triggering event, but it doesn’t cover the entire
study area.

LI98 Major Single event The source data is a field map made after a
triggering event, but it doesn’t cover the entire
study area.

LI99-02 N.A. Combination of Amalgamation of several landslide events in

several events the period between 1999 and 2002.
Interpreted from satellite images.

LIO3 Moderate Single event Interpreted from satellite images; Could
represent a near-complete landslide inventory
since its source data is bounded by other high-
resolution satellite imagery at close intervals.

LI04-06 N.A. Combination of Amalgamation of several minor landslide
several events events in the period between 2004 and 2006.

Interpreted from satellite images.
LIO7 Moderate Single event Field-based maps; no high-resolution remote

sensing data available after the event.





3.6. Discussion 

3.6.1.
Incompleteness and data gaps in source data
For quantitative landslide hazard analysis, a quantitative estimation should be made for the spatial, temporal and magnitude probability of future landslide events. The reliability of such estimations depends on the completeness of event-based landslide inventories, which are only as good as the source data from which historical landslide information was extracted. The results presented in this chapter about the analyses of temporal and magnitude probability indicates that several of the landslide inventories that were used, are not complete. Therefore, generating event-based landslide inventory maps is not a trivial task in areas where source data are of various resolutions and are constrained by irregular temporal gaps. When there is a large time gap between two data sources (e.g., LI68 and LI79), landslides triggered by several events are all mapped together. Therefore, the resulting landslide inventory contains too many landslides in relation to the last triggering event. This was the case for 1979-inventory (LI79), which, according to Fig. 3.6, actually contains the landslides caused by six moderate landslide events that perhaps occurred between 1968 and 1979. Unavailability of source data in the intermediate period thus makes it difficult to prove this phenomenon known as oversampling of landslides (van Westen et al., 2006). The quality of event-based landslide inventories also depends very much on the quality of input data. For instance, landslides caused by the major event of 1968 were mapped from an updated topographic map (1:25,000). However, this inventory was far from complete, and many small landslides were not included due to the relatively coarser resolution of the source map. Therefore, the 1968 landslide inventory (LI68) contains a much smaller number of smaller landslides than would be expected given the importance of the triggering event (Fig. 3.6) and damage history indicated in the literature (Mathur, 1982; Starkel and Basu, 2000). In contrast, the landslide inventory of 1979 (LI79), was made using large scale (1:10,000) aerial photographs, from which many smaller landslides could be mapped. Another common inconsistency observed was about the coverage of mapped area for field-based source data. Those maps rarely cover the entire portion of a large catchment area (Table 3.1) but they are mostly concentrated in areas accessible from a road and/or in areas where there are confirmed reports of damage to life and property (e.g., LI93, LI98). All the above constraints undermine the completeness of landslide inventory maps and, thereby, affect the correct estimation of the temporal and magnitude probability of future landslides.
3.6.2.
Limitations in temporal probability estimation

Because the derived landslide inventory maps suffer from problems related to the quality and resolution of source data from which they were mapped, inconsistent landslide density estimates were often observed for different inventory maps. The higher landslide densities of LI79 (6.2) and LI03 (2.7) are thus, attributed to the ease in identification of smaller landslides (e.g., LI79, LI03, LI04-06) in high-resolution source data, so that smaller landslides with areas as small as 45 m2 (LI79 and LI04-06) could even be mapped. In contrast, the LI68, which was derived from 1:25,000 scale topographic maps, only contains landslides with areas larger than 776 m2. Smaller landslides do not appear in the source data and, therefore, LI68 represents a landslide density (0.9) that is far too low with respect to the magnitude of the triggering event. 

The above inconsistencies in landslide densities among the landslide inventories caused problems in the direct utilization of landslide density values for the estimation of temporal probability of landslides as proposed by Guzzetti et al. (2005) and other workers. Therefore, an indirect method was adapted for the estimation of temporal probability (cf. Dai and Lee, 2001) assuming rainfall as the only landslide trigger. Due to the paucity of any confirmed reports on earthquake-triggered landslides in the study area in the period of 1968-2007, analysis considering earthquakes as a triggering factor is not feasible. Although, it can be presumed that some of the very large un-dated old/inactive landslides of pre-1968 that have been mapped from 1:10,000 scale stereo air-photos (Figs. 3.3 and 3.4) could be earthquake-triggered. However, the importance of rainfall as a trigger is confirmed by Basu and De (2003) in the study area and in the adjacent Nepal Himalayas by Dahal and Hasegawa (2008) and Gabet et al. (2004). Thus, different rainfall amounts (daily rainfall and six antecedent rainfall amounts) were considered as predictors in modeling landslide event days using discriminant analysis. If there are landslide inventories with consistent landslide densities, it would have been better to apply a multinomial logistic regression using ranges of landslide density estimates as multiple response variables to estimate temporal probability of events linked to different levels of severity or magnitude. To overcome this problem, the discriminant score (DS) values derived from DA of the known landslide events were used in defining thresholds, assuming that some positive relation exists between DS values and severity of events (cf. Altman, 1968; Rasmussen et al., 1985). This allowed classification of three different magnitude classes of landslide events (major, moderate and minor) based on decreasing levels of cumulative DS values. Nevertheless, the over-prediction (232+58, see Table 3.5) of the landslide event-days by the DA models cannot be avoided since the source data of landslide inventory maps has significant data gaps (Fig. 3.1) between 1969 and 1978, 1979 and 1993 and 1993 and 1998 respectively and thus, any such over-prediction of model results is difficult to be proven/substantiated by the available landslide event database.  

The recurrence intervals in 40 years (1968-2007) for each of the classified events can be used therefore, for the calculation of temporal probability of future similar landslide events using the Poisson’s distribution model 
 ADDIN EN.CITE 
(Crovelli, 2000; Coe et al., 2004)
. The Poisson’s distribution model indicates a higher range of temporal probability values (Fig. 3.7) for each of the classified events (minor, moderate and major) which is quite significant for the study area and to some extent is corroborated by the reported and confirmed frequency of similar such landsliding events in the study area between 1968 and 2007. Although, it can also be argued that the period of analysis (i.e., 40-years) used in this study may not be sufficient enough to obtain for an optimal recurrence pattern of landslide events.
According to the proposed classification using DS values, the LI68 belongs to a “major” landslide event having a cumulative DS value of 21.89 (Fig. 3.6), which is supported by additional information about this event from literature (Starkel and Basu, 2000). However, the landslide density of LI68 is not the highest among eight inventories because of the earlier mentioned problems with the source data. In contrary, the inventory LI79 was classified as a “moderate” landslide event based on the rainfall analysis, but it shows the highest landslide density (6.2), perhaps due to mixing of landslides due to preceding events (Fig. 3.6). Compared to all the derived landslide inventories, the predicted “moderate” event, LI03 with a landslide density of 2.7, represents a more or less realistic situation since it was made from high-resolution source data (5.8 m multi-spectral satellite image, LISS-4), and is immediately preceded and followed by substantially complete landslide inventories, which were mapped from similar high-resolution source data. In terms of landslide damage, the 2003 landslide event (LI03) was considered to be one of the major damaging landslide events in the study area. Due to this event, in adjacent Mirik areas (immediately west of the study area), 25 people were killed and damages to roads and agricultural lands were profuse (Paul and Sarkar, 2003). Therefore, inadequacy in landslide inventory source data pose unavoidable inconsistencies and uncertainty in estimation of landslide hazard, which can further be examined and corroborated by the results of magnitude-frequency analysis (Figs. 3.8 to 3.10) that is required for magnitude predictions.        
3.6.3.
Limitations in magnitude probability estimation
Both the fitted Inverse-Gamma (Malamud et al., 2004) and Double Pareto (Stark and Hovius, 2001) probability density functions of all the inventories show power-law area-frequency distributions for medium to large landslides and a distinct exponential rollover for smaller landslides (excepting the Double Pareto fitted pdf of LI07). These indicate that the general nature of distribution of landslide area (m2) is quite similar among all the landslide events in the study area. Due to the widely variable minimum landslide areas caused by the different qualities of the source data (42 m2 in LI07 to 776 m2 in LI68), rollover estimates vary between 45 m2 for the Double Pareto fit of LI98 and 1682 m2 for the Inverse-Gamma fit for LI68 (Table 3.6). The widely variable rollover estimates observed in different event-based landslide inventories (Figs. 3.8 to 3.10) indicate that these could be used together with the steepness of slope in the power-law curve for medium to large landslide size (
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) as an indication to separate distributions resulting from major, moderate and minor triggering events. It can be inferred further that the rollover phenomena is not always an artifact of censoring, whereby small landslides are simply not mapped (Guthrie and Evans, 2004) because the rollover was observed in almost all the inventories but at different rollover estimates. Nevertheless, it can be argued that the variable rollover changes observed in the present analysis could be due to the use of landslide inventory source data of variable resolutions, which, in turn, supports the connotations of Stark and Hovius (2001) that rollover changes can be attributed to survey resolution (Brardinoni and Church, 2004).  

The results of size (area in m2)-frequency analysis (Table 3.6) of the individual landslide inventory maps indicate wide variability of data as evidenced from variation in cumulative and non-cumulative power-law exponent or slope (
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). For example, according to the Inverse-Gamma fit, the cumulative area-frequency power-law exponent (
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) varies from 0.51 (LI07) to 1.75 (LI98) and the non-cumulative power-law exponent of the same (
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+1) varies from 1.51 to 2.75. The lower limit of the above exponent matches with cumulative power-law exponent of 0.75 ± 0.30 as observed in the frequency-volume statistics of 1937 rock falls and rockslides in British Columbia (Hungr et al., 1999). Similarly, the upper limit of cumulative power-law exponent (
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 = 1.75) is quite comparable with the error estimate of 1.88 ± 0.30 as observed by Stark and Hovius (2001). According to Guzzetti et al. (2002), such variations in cumulative/non-cumulative power-law exponents (
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) can be attributed to occurrence of landslides in different physiographic settings (lithology, geomorphology and geology). However, causes of such variations in a small study area (ca. 90 m2), in the present research, could be different, such as subtle changes in the intensities of climatic triggers, which justifies the assumptions to link the results of magnitude-frequency analysis with the different types of predicted landslide events that are linked to variation in rainfall parameters acting as triggers.  

Nevertheless, compared to all the inventories, the magnitude-frequency distributions of LI07 can be termed a distinct outlier (
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 = 0.51) (Table 3.6). The reason for this is difficult to explain because LI07 is the most-recent inventory prepared through field investigation immediately (within two months) after the event and contains most of the landslides trigged by that particular event. Some inconsistencies and incompleteness in the fitting of magnitude-frequency distributions are also noticed for LI93 and LI98, both of which are old field-based landslide occurrence maps (Figs. 3.8 to 3.10). This could be due to comparison of pdfs of landslide inventories prepared using two different techniques of mapping and two distinct groups of source data – one through field-based mapping and another through employment of different remote sensing techniques using high resolution satellite imagery and air photos. Depending on spatial and spectral resolutions, the landslide inventory maps derived from the latter source data depict accurate spatial dimension of landslides, which facilitates correct estimation of landslide area. In contrast, the field-based landslide maps contain large number of smaller landslides having very high locational accuracy. However, due to scale constrains, spatial dimensions of these smaller landslides are in most cases exaggerated. Moreover, field-based inventory maps might lack landslide information in highly inaccessible areas. This invokes inaccuracies in estimation of landslide areas, which can be avoided if landslide polygon boundaries, identified through field investigations, are surveyed on large scale and later represented by down-scaling onto base maps, although, the same is generally a cost-prohibitive exercise on any medium to small scale (1;25,000 and smaller) landslide hazard analysis. Examples of the above inconsistencies in magnitude-frequency data in the literature are rather rare. Therefore, more studies comparing such types of inventories, being products of different mapping techniques and source data, are required to unravel this anomaly.   

The landslides that occurred before 1968, for which no dates of occurrence are available, were not incorporated in the analysis of the temporal or magnitude frequency. These old landslides are generally large and cover a substantial part of the study area (Table 3.2 and Figs. 3.3 and 3.4). Because information about types and dates of triggering events associated with them is not available, quantitative estimation of the temporal and magnitude probability for these extreme events are not possible. As indicated earlier, it is expected that earthquakes could be important for triggering such very large landslide complexes in the area. Although, proximity of several active landslides (1968-2007) to these old, un-dated large rockslides (Fig. 3.4) warrants selection of the latter as a multivariate factor of susceptibility to different landsliding types (chapter 6). 
3.7. Conclusions

The study presented in this chapter emphasizes the importance of generating event-based landslide inventory maps, directly after the occurrence of landslide triggering events. The use of ancillary data sources, with different quality, resolution and aerial coverage, creates problems in generating reliable and complete event-based landslide inventory maps. However, the estimation of temporal probability of triggering events in such a data-scarce environment can be attempted by identification of unknown events through statistical analysis using triggering rainfall variables as predictors and known landslide events as response variables. Using the recurrence interval of such unknown predicted events, temporal probability of similar events can be quantified. To estimate the probability of landslide magnitude, size-frequency analysis considering historic landslides is a valuable tool. However, inadequate information on past landslides makes it difficult for correct estimation. Both temporal and magnitude probability measures, when combined together with the estimates of spatial probability, can give a reasonable quantitative estimate of landslide hazard that is required to estimate further the landslide risk (see chapter 7). 
Therefore, with the knowledge and inventories of historical landslides developed so far in the present study, subsequent studies on application of different empirical techniques of medium scale landslide susceptibility mapping were conducted, which are described in the succeeding chapters. The next chapter (chapter 4) deals with various techniques of exploratory spatial analyses to understand the mutual and/or exclusive control of regional faults/fractures and topography on various types of rockslides. This particular study is important to understand the role of regional structures and its relations with topography with respect to the rocksliding types that are predominant in the study area, which is located within an active fold-thrust belt in the Himalayas. 
Chapter 4

Exploratory analysis of fault/fracture and slope controls on rockslides
In a tectonically-active fold-thrust belt, regional faults/fractures have plausible genetic controls on rockslides but the extent of such controls on rocksliding of certain types could be spatially variable because the distribution of stress varies around the prominent regional tectonic structures and their subsidiary faults/fractures. Moreover, these linear features are actually planar structures in 3-D space and thus, their mutual geometric relations with topography likely influence rocksliding. This chapter is based on the ISI publication “Spatial analysis of mutual fault/fracture and slope controls on rocksliding in Darjeeling Himalaya, India” (Ghosh and Carranza, 2010) wherein mutual and/or exclusive controls of regional faults/fractures and topography on both shallow and deep-seated rocksliding are examined using various spatial analytical techniques. 
4.1. Introduction

Several works on predictive mapping of landslide susceptibility consider proximity to linear geological structures as a spatial factor without regarding the types and orientations of such structures 
 ADDIN EN.CITE 
(e.g., Saha et al., 2002; Champati ray et al., 2007; Sharma and Kumar, 2008; Mathew et al., 2009)
. Implicit in this practice is the notion that every linear geological structure has equal weight of influence on the likelihood of landslide occurrence. However, a factor that is more important than proximity to linear geological structures is the geometric (and, thus, mutual) relationship between orientations of certain linear geological structures and orientations of certain slopes 
 ADDIN EN.CITE 
(Goodman and Bray, 1976; Hoek and Bray, 1981; Romana, 1985; Wagner et al., 1988)
. Thus, it can be hypothesized that using proximity to structures of certain types and trends, compared to using proximity to structures of different types and trends, is likely to yield better predictive maps of landslide susceptibility. Selection of sets of structures that are likely controls on landslides requires in-depth field studies, which apply more to predictive mapping of landslide susceptibility at site-specific scales (i.e., larger than 1:10,000) rather than at regional or medium scales (i.e., 1:25,000 or smaller). However, for regional- to medium-scale predictive mapping of landslide susceptibility, it can be hypothesized that analyses of the spatial pattern of landslides of certain types and their spatial association with certain types and trends of structures allow the selection of sets of structures that are likely controls on landslide occurrence.

In regional- to medium-scale predictive mapping of landslide susceptibility, landslides of certain types are usually depicted as point objects 
 ADDIN EN.CITE 
(Dai and Lee, 2002; Holm et al., 2004; Komac, 2006; Neuhäuser and Terhorst, 2007; Poli and Sterlacchini, 2007)
. For this study, landslide polygon centroids are used as landslide point objects. The spatial pattern (in terms of trends) of point objects can be studied via Fry analysis, which was developed originally for examining strain orientations in rocks (Fry, 1979). Fry analysis has not been applied to infer structural controls on landslides. The spatial association of point objects with linear features (e.g., faults/fractures) can be studied via distance distribution analysis, which is a bivariate empirical method for testing spatial dependency of a point process on another stochastic process (Berman, 1986). Distance distribution analysis has also not been applied to infer structural controls on landslides. Other bivariate empirical methods suitable for studying spatial associations between landslides (depicted as point objects) and linear features include density or proportion analysis (Süzen and Doyuran, 2004); frequency ratio (Lee and Dan, 2005), likelihood ratio (Chung, 2006) and weights-of-evidence (Neuhäuser and Terhorst, 2007). However, each of these latter bivariate techniques, unlike distance distribution analysis, has not been formalized originally for testing spatial dependency of a point process on another stochastic process.

In this study, Fry analysis and distance distribution analysis were applied to determine sets of faults/fractures, according to trends, that are likely involved in mutual fault/fracture and slope controls on rockslides. In addition, for representation and integration of spatial evidence layers of mutual fault/fracture and slope controls on rockslides, the data-driven evidential belief functions were applied, which have been developed for predictive mapping of mineral potential 
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(Carranza, 2002; Carranza and Hale, 2003)
 and have been applied in predictive mapping of susceptibility to distal lahar-inundation (Carranza and Castro, 2006). These spatial analytical techniques were applied in the study area (Fig. 1.1) of Darjeeling Himalaya (India) to test the two hypotheses stated above in deriving a spatial model of mutual fault/fracture and slope controls on rockslide occurrence.
4.2. Structures in Himalayan FTB and rock slope failures
The Main Central Thrust (MCT) and Main Boundary Thrust (MBT) are major regional tectonic structures in the Himalayan fold-thrust belt (Figs. 1.1b and 1.1d). These ENE- to NE-trending thrusts and their associated fault/fracture systems are seismogenic (Dasgupta et al., 1987; Nandy and Dasgupta, 1991). Banerji et al. (1980) suggest that the study area and its surroundings have been undergoing differential uplift along regional faults and local sub-vertical faults/fractures. Through air-photo interpretation and fieldwork in the area, several steeply-dipping faults/fractures (Fig. 4.1) have been mapped in this research. These fractures are not joints, but their dips and kinematics could be ascertained only at limited sites that have been visited during this research. Faults/fractures trending westerly-northwesterly and northeasterly are prevalent in the areas west of the MCT, whereas faults/fractures trending northeasterly are prevalent in the area east of the MCT (Fig. 4.2). Faults/fractures trending westerly-northwesterly are slightly more prevalent than northeasterly trending faults/fractures in the area <4 km west of the MCT, whereas northeasterly trending faults/fractures are slightly more prevalent than westerly-northwesterly trending faults/fractures in the area (4 km west of the MCT (Fig. 4.2). Northerly-northeasterly trending faults/fractures are more prevalent in the area <2.5 km east of the MCT than in the area (2.5 km east of the MCT (Fig. 4.2). Variations in trends of these faults/fractures in various parts of the area are likely due to variations in local stress fields with respect to the MCT and MBT 
 ADDIN EN.CITE 
( Pandey et al., 1999; Singh and Thakur, 2001; Joshi and Hayashi, 2008)
.
The likelihood of rock slope failures in the area is thus very high because of the fragile structural-topographical conditions of the active Himalayan FTB, and high precipitation (Shroder and Bishop, 1998). From the spatio-temporal inventory of landslides in the study area (Fig. 3.4), which were classified according to the classification of Varnes (1978), only the shallow translational rockslides (Sh_rs) and deep-seated rockslides (Dp_rs) were used. Compared to Sh_rs occurrences, Dp_rs occurrences are few and are mostly in the area west of the MCT (Fig. 4.1).
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Fig. 4.1
 Simplified geological map of the study area, mapped fault/fractures and locations of mapped rockslides (1968–2007). MCT = Main Central Thrust. MBT = Main Boundary Thrust. CCGC = Central Crystalline Gneissic Complex.
4.3. Spatial patterns of rockslides

4.3.1.
Fry analysis of point geo-objects

Fry analysis (Fry, 1979) is a graphical method of spatial autocorrelation analysis of point objects (e.g., rockslides at a regional- to medium-scale). The method translates data points into so-called Fry plots. To understand the fry plot translations, let us consider a map of data points which is marked with parallel (N-S, E-W) reference lines. On a second but empty map, an origin is specified at the intersection of a N-S reference line and an E-W reference line. The origin in the second map is set on top of one data point in the first map, the reference lines in both maps are kept parallel, and positions of every data point are recorded in the second map. The origin in the second map is then set on top of a different data point in the first map, the reference lines in both maps are kept parallel, and positions of every data point are recorded again in the second map. The procedure is repeated until every data point has been used as origin in the second map. For a number, n, data points, there are n2-n number of translations called ‘Fry points’.
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Fig. 4.2
 The study area and sub-areas with respect to distance from the MCT (Main Central Thrust; Fig. 4.1) and corresponding trends and total lengths of faults/fractures.

Creation of Fry plots is not a routine function of any GIS software package. Although Fry plots can be created manually as described above, the procedure can be cumbersome especially with a large number of data points. There are software packages for creating graphics, including Fry plots and rose diagrams, to support geological analysis. The freeware DotProc package (http://www.kuskov.com) was used for this purpose. Coordinates of landslides stored in a GIS can be exported to DotProc. A DotProc output of Fry point coordinates can be imported back into a GIS in order to visualize the spatial pattern of Fry points and data points together.
Fry analysis not only reveals major trends but also enhances subtle trends in a set of points. It also allows recording of distances and trends between every pair of Fry points, which can be used to visualize trends in a point set. A rose diagram can be created to visualize trends between (a) all pairs of Fry points and (b) pairs of Fry points at certain distances from each other. The former analysis may reveal major trends that are due either to regional geological processes or to the shape of an area, whereas the latter analysis may reveal subtle trends that are likely due to local geological processes. In order to infer structural controls on rockslide, it is instructive (a) to visualize trends of pairs of Fry points at certain distances from each other or (b) to use 2nd-order nearest neighbour Fry points as illustrated in Fig. 4.3. Compared to using 2nd-order nearest neighbour Fry points, using 1st-order nearest neighbour Fry points may not reveal trends reflecting local geological processes whereas using 3rd- or higher-order nearest neighbour Fry points tend to reveal trends reflecting either regional geological processes or the shape of the study area. The nth-order nearest neighbour (Fry) points can be determined via point pattern analysis (Boots and Getis, 1988).
4.3.2.
Application of Fry analysis for rockslide occurrences

The Fry analysis was applied to each set of Dp_rs and Sh_rs occurrences in the whole study area. In addition, the Fry analysis of subsets of Dp_rs and Sh_rs was applied in (a) the areas west and east of the MCT, (b) sub-areas defined by certain distances toward west and east from the MCT and (c) areas defined by similar slope aspects. The rationale of Fry analysis of rockslides in (sub-)areas west and east of the MCT is based on the knowledge that (a) the MCT is a regional-scale tectonic control on structural and geomorphological developments in the area (Banerji et al., 1980; Acharya, 1989), (b) local stress fields vary with respect to major tectonic structures 
 ADDIN EN.CITE 
(Pandey et al., 1999; Singh and Thakur, 2001; Joshi and Hayashi, 2008)
 and (c) mechanisms for slope deformation vary with variations in distribution of stress 
 ADDIN EN.CITE 
(Di Luzio et al., 2004; Kinakin and Stead, 2005; Cadoppi et al., 2007)
. In the area east of the MCT, a separate analysis with respect to the MBT is unnecessary. That is because (a) the long axis of the Gondwana sediments, which is bounded by the MBT and its splay, is roughly located 2.5 km east of the MCT (Fig. 4.1) and (b) analysis in sub-areas east of the MCT allows interpretations with respect to the MBT. 
The rationale of Fry analysis of rockslides in certain slope aspects can be explained with the aid of the hypothetical example shown in Fig. 4.3, in which slope aspect is generally toward NE and locations of landslides assume a northwesterly trend. If the hypothetical landslides are both structurally- and aspect-controlled, then it implies that controlling structures have northwesterly trends and northeasterly dip directions. Thus, if rockslides on slopes with similar aspects assume trends that make angles >45( with the slope aspects, then it can be deduced that those rockslides are both structurally- and aspect-controlled (e.g., Jaboyedoff et al., 2009).
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Fig. 4.3.
 Fry analysis of a hypothetical set of points. a) Hypothetical locations (open circles) of rockslides, showing 1st-order nearest neighbours connected by dotted lines and 2nd- order nearest neighbours connected by dashed lines. b) Fry points (black dots) of rockslide locations. c) Rose diagram of orientations of pairs of 1st-order nearest neighbour Fry points. d) Rose diagram of orientations of pairs of 2nd-order nearest neighbour Fry points. The rose diagram in d) depicts better the major orientation among the original points.
For the purpose of spatial analysis, topographic slopes were classified into 12 30(-interval classes of aspects (see Fig. 1.2c) and then Fry plots for each subset of rockslides per slope aspect class were created. For Fry analysis and spatial association analysis of fault/fracture controls, the faults/fractures were grouped into six 30(-interval classes of trends. Nevertheless, for space constraints, all the subsequent analyses pertaining to only Sh_rs are described in the following sections. For Dp_rs analyses, Annexure II in the enclosed CD can be consulted.

4.3.3.
Spatial trends of shallow rockslides (Sh_rs)

[image: image267.png]


The major WNW trend of all pairs of Sh_rs Fry points in the whole study area (Fig. 4.4a) is likely due to the WNW-elongation of the study area. All pairs of Sh_rs Fry points in the area west of the MCT show major trends varying between NE and ENE (Fig. 4.4b), which are partly due to either the main ENE trends of Himalayan thrusts or to the NE-elongation of the area west of the MCT. Major NE to NNE trends of all pairs of Sh_rs Fry points in the area east of the MCT (Fig. 4.4c) are likely artifacts of the NNE-elongation of that area. However, the mainly isotropic trends in pairs of 2nd-order nearest neighbor Sh_rs Fry points in the whole study area and in the areas west and east of the MCT (Fig. 4.4 insets) show subtle primary and secondary trends, suggesting controls on Sh_rs by certain linear geological structures.
Fig. 4.4 Fry plots of Sh_rs, rose diagrams of relative frequencies of trends of all pairs of Fry points and, in insets, rose diagrams of relative frequencies of trends of pairs of 2nd-order nearest neighbour Sh_rs Fry points in a) the whole study area, b) the area west of the MCT (Main Central Thrust) and c) the area east of the MCT. n denotes number of Sh_rs locations or Fry points. N denotes number of pairs of Fry points. 2ONND means the 2nd-order nearest neighbour distance used to select Fry points for analysis.

The above-mentioned subtle primary and secondary trends (Fig. 4.4 insets) are quite consistent with trends deduced from the Fry analyses of Sh_rs in certain slope aspects (Table 4.1). Based on the trends of faults/fractures (Fig. 4.2) and the trends derived from Fry analyses (Fig. 4.4, Table 4.1), the following inferences can be made. In the whole study area, mutual controls on Sh_rs are due to (a) WNW-trending faults/fractures and SW-facing slopes, (b) NE-trending faults/fractures and NW- to WNW-facing slopes, and (c) SE- to SSE-facing slopes and ENE-trending structures that may not be faults/fractures. In the area west of the MCT, mutual controls on Sh_rs are due to (a) WNW-trending faults/fractures and SW-facing slopes, (b) NE-trending faults/fractures and either ESE- or WNW-facing slopes, (c) NNE-trending faults/fractures and SE-facing slopes, (d) ENE-trending faults/fractures and NNW-facing slopes, and (e) WSW-facing slopes and NNW-trending structures that may not be faults/fractures. In the area east of the MCT, mutual controls on Sh_rs are due to (a) ENE-trending faults/fractures and either SE- or SSW-facing slopes, (b) NNE-trending structures and mostly SSE-facing slopes, (c) WSW- to WNW-facing slopes and NNW-trending structures that may not be faults/fractures, and (d) NNE-facing slopes and WNW-trending structures that may not be faults/fractures.

In the area <4 km (i.e., from <1 to <4 km) west of the MCT and in the area (4 km (i.e., from (7 to (4 km) west of the MCT, pairs of 2nd-order nearest neighbour Sh_rs Fry points show major and minor trends (Fig. 4.5) that are consistent with trends deduced from the Fry analyses of Sh_rs in certain slope aspects (Table 4.1). Based on the trends of mapped faults/fractures (Fig. 4.2) and trends derived from the Fry analyses (Fig. 4.5, Table 4.1), the following inferences can be made. In the area <4 km west of the MCT, mutual controls on Sh_rs are due to (a) NNE-trending faults/fractures and mostly SE-facing slopes, (b) NE-trending faults/fractures and ESE-facing slopes, (c) WNW-trending faults/fractures and SW-facing slopes and (d) ENE-tending faults/fractures and NNW-facing slopes. In the area (4 km west of the MCT, mutual controls on Sh_rs are due to (a) NNE-trending faults/fractures and SE-facing slopes, (b) NE-trending faults/fractures and SSE-facing slopes, (c) ENE-trending faults/fractures and NNW-facing slopes and (d) SSW- to WSW-facing slopes and NNW- to NW-trending structures that may not be faults/fractures.

Table 4.1 Fry analyses of Sh_rs with respect to slope aspect in various parts of the study area. Analyses given are only for slope aspects coinciding with at least four Sh_rs and for average trends of 2nd-order nearest neighbor Fry points that make obtuse angles (i.e., (45() with average slope aspects. [MCT = Main Central Thrust]
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In the whole study area:
NNE 16 015 1629 285 (or WNW) 90
SE 115 136 346 080 (or ENE) 56
SSE 106 166 380 243 (or ENE) 77
SW 95 224 504 285 (or WNW) 61
WNW 49 282 469 235 (or NE) 47
NW 27 313 767 230 (or NE) 83
NNW 26 345 885 265 (or ENE) 80
In the area west of the MCT:
ESE 63 107 360 055 (or NE) 52
SE 73 136 369 185 (or NNE) 49
SW 68 224 482 280 (or WNW) 61
WSW 43 256 563 345 (or NNW) 89
WNW 37 281 426 235 (or NE) 46
NNW 11 345 1110 265 (or ENE) 80
In the area <4 km west of the MCT:
ESE 63 106 360 055 (or NE) 51
SE 57 135 387 187 (or NNE) 52
SW 48 223 486 285 (or WNW) 62
NW 4 312 1261 025 (or NNE) 73
NNW 4 349 2289 262 (or ENE) 87
In the area >4 km west of the MCT:
SE 16 141 304 197 (or NNE) 56
SSE 18 166 256 235 (or NE) 69
SSW 19 198 798 142 (or NW) 56
SW 20 227 487 305 (or NW) 78
WSW 24 258 636 345 (or NNW) 82
NNW 7 344 1008 265 (or ENE) 79
In the area east of the MCT:
NNE 10 028 1091 105 (or WNW) 77
ENE 27 074 598 005 (or NNE) 69
SE 43 137 381 085 (or ENE) 52
SSE 33 166 341 215 (or NE) 49
SSW 19 191 631 265 (or ENE) 74
WSsSw 11 257 1345 345 (or NNW) 88
WNW 12 282 603 352 (or NNW) 70
NW 14 315 920 235 (or NE) 80
In the area <2.5 km east of the MCT:
NNE 8 013 1124 102 (or WNW) 89
NE 18 045 451 122 (or NW) 77
ENE 15 072 735 055 (or NNE) 67
SE 27 137 428 075 (or ENE) 62
SSE 21 167 475 117 (or WNW) 50
SSW 16 189 842 265 (or ENE) 76
WSwW 7 259 1601 172 (or NNW) 87
WNW 9 280 715 345 (or NNW) 65
NW 12 316 785 235 (or NE) 81
NNW 11 340 871 045 (or NE) 65
In the area >2.5 km east of the MCT:
NE 5 047 616 115 (or WNW) 68
SE 16 135 327 070 (or ENE) 65
SSE 9 162 390 075 (or ENE) 87
SW 7 224 600 285 (or WNW) 61
WSW 4 253 897 337 (or NNW) 84
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In the area <2.5 km (i.e., from <1.0 to <2.5 km) east of the MCT and in the area (2.5 km (i.e., from (2.5 to (4.0 km) east of the MCT, pairs of 2nd-order nearest neighbor Sh_rs Fry points show major and minor trends (lower half of Fig. 4.5) that are mostly consistent with trends deduced from the Fry analyses of Sh_rs in certain slope aspects (Table 4.1). Based on the trends of mapped faults/fractures (Fig. 4.2) and the trends derived from the Fry analyses (lower half of Fig. 4.5, Table 4.1), the following inferences can be made. In the area <2.5 km east of the MCT, mutual controls on Sh_rs are due to (a) NNE-trending faults/fractures and ENE-facing slopes, (b) NE-trending faults/fractures and NW- to NNW-facing slopes, (c) ENE-trending faults/fractures and either SE- or SSW-facing slopes, (d) WNW-trending faults/fractures and either NNE- or SSE-facing slopes, (e) NNW-trending faults/fractures and WNW- to WSW-facing slopes and (f) NE-facing slopes and NW-trending structures that may not be faults/fractures. In the area (2.5 km east of the MCT, mutual controls on Sh_rs are due to (a) WNW-trending faults/fractures and either NE- or SW-facing slopes, (b) ENE-trending faults/fractures and SE- to SSE-facing slopes and (c) WSW-facing slopes and NNW-trending structures that may not be faults/fractures. 

4.3.4.
Synthesis of Fry analysis on structural and topographic controls on rockslides 
Two major inferences can be made from Fry analyses of rockslides, with respect to the MCT and with respect to slope aspects, and relative frequencies of trends of mapped fault/fractures. Firstly, in some parts of the area, structures other than faults/fractures and some slope aspects provide mutual controls on rockslides. This inference plausibly pertains to rockslides in, for example, the area <4 km west of the MCT where pairs of 2nd-order nearest neighbor Sh_rs Fry points show a secondary NNW trend (Fig. 4.5), but there is paucity of NNW-trending faults/fractures in that area (Fig. 4.2). Secondly, in some parts of the area, only certain faults/fractures and only certain slope aspects provide mutual controls on rockslides. This inference is supported by knowledge that geometrical (and, thus, mutual) relationships between (certain) structural discontinuities in rocks and (certain) topographic slopes control slope failure 
 ADDIN EN.CITE 
(Goodman and Bray, 1976; Hoek and Bray, 1981; Romana, 1985; Wagner et al., 1988)
. However, the second inference reflects a caveat due to either the accuracy of the fault/fracture map or the sensitivity of Fry analysis to number of data points and shape of study area. Thus, there is a need to further investigate the second inference via spatial association analysis between rockslides and every set of faults/fractures and slope aspects in various parts of the area.

4.4. Spatial association of rockslides with fault/fractures and slope aspects

4.4.1
Distance distribution and proportion analysis

Methods for analysis of spatial association can be classified into two groups: (1) methods that are useful mainly in exploring plausible geological controls on landslide and (2) methods that lead directly to creation and integration of spatial evidence maps for predictive mapping of landslide susceptibility. The distance distribution method (Berman, 1986), which belongs to the first group, is applied here for exploring plausible structural controls on rockslide. In addition, a simple proportion analysis, which can be classified into either of the two groups of methods mentioned above, for determining which classes of slope aspects are associated spatially with rockslides were also applied.

Distance distribution analysis (Berman, 1986) compares (a) cumulative relative frequencies of distances from objects of a certain type to every location (hereafter denoted as D(NL)) and (b) cumulative relative frequencies of distances from the same objects to landslides of a certain type (hereafter denoted as D(L)). The D(NL) is a probability density distribution of all locations in ‘stable’ slopes with respect to objects under study, whereas the D(L) is a probability density distribution of landslides with respect to the same objects. If the graph of D(L) follows closely the graph of D(NL), then landslides are randomly distributed with respect to objects under study. If the graph of D(L) plots above the graph of D(NL) (i.e., the difference of D(L)–D(NL) is positive), then landslides have positive spatial association with objects under study; otherwise, landslides have negative spatial association with objects under study. A positive D-statistic or D(L)–D(NL) difference represents the likelihood of landslide occurrence that is higher than would be expected due to chance as a function of distance to objects under study. Objects having strong positive spatial associations with landslides are of interest in predictive mapping of landslide susceptibility because proximity to such objects possibly represents a spatial control on landslide. The larger the D(L)–D(NL) difference, the stronger is the positive spatial association of landslides with objects under study. In a D(L)–D(NL) difference curve, the highest peak represents distance from the objects within which there is optimum positive spatial association between landslides and the objects under study. The ratio of the D(L)–D(NL) difference to the distance of optimum positive spatial association can be used in judging relative strength of positive spatial association between landslides and objects under study.

Proportion analysis determines (a) areal proportion of a slope aspect class (PROPa) in an area under study and (b) proportion of rockslides within a slope aspect class (PROPas) in the same area. If, for a slope aspect class, ratio PROPas:PROPa is >1, then that slope aspect has positive spatial association with rockslides; otherwise, that slope aspect class has negative spatial association with rockslides.
The spatial association between rockslides and slope aspects was carried out to verify the distance distribution analyses of spatial association between rockslides and faults/fractures based on the same logic of Fry analysis of rockslides with respect to slope aspect as depicted in Fig. 4.3. That is, if rockslides are both structurally- and aspect-controlled, then it is likely that controlling structures are orientated at obtuse to right angles to aspects of controlling slopes, and vice versa. Thus, based on 30(-interval classes of trends, for rockslides on a WNW-facing slope, controlling structures possibly have NNW, NNE or NE trends. The frequency (or count) of possible trends of controlling structures interacting with controlling slope aspects can be used as an index of consistency between the analyses of spatial association between rockslides and faults/fractures and between rockslides and slope aspects. Consistent analyses would imply that only certain faults/fractures and only certain slope aspects provide mutual controls on rockslide occurrence in certain parts of the area. Inconsistent analyses would imply that certain geological structures other than faults/fractures and certain slope aspects provide mutual controls on rockslide occurrence in certain parts of the area.
4.4.2.
Spatial association of Sh_rs with faults/fractures and slope aspects

Occurrences of Sh_rs in the whole study area commonly have positive spatial associations with NNE-trending faults/fractures have (Fig. 4.6). However, the relative strength of positive spatial association of Sh_rs with NNE-trending faults/fractures varies in different parts of the area with respect to the MCT (Table 4.2). In the area <4 km west of the MCT, Sh_rs occurrences also have positive spatial associations with WNW- and NNW-trending faults/fractures. In the area (2.5 km east of the MCT, Sh_rs occurrences also have positive, albeit very weak, spatial association with NW-trending faults/fractures. The difference of D(L)–D(NL) within distances of optimum positive spatial association between Sh_rs and faults/fractures suggest that, on average, there is at least 0.15 higher likelihood of Sh_rs occurrence than would be expected due to chance, but Sh_rs occurrences are located mostly within 500 m (i.e., mean ( 285 m, std. dev. ( 215 m) of the positively associated sets of faults/fractures. In addition, the trends of the sets of faults/fractures found to have positive spatial associations with Sh_rs in the areas west of the MCT (Table 4.2) are consistent with the major trends of Sh_rs Fry points in those areas (Figs. 4.4b-c, Fig. 4.5), but they are inconsistent with the major trends of 2nd-order nearest neighbor Sh_rs Fry points with respect to slope aspects (Table 4.1). Thus, the analyses imply that (a) some sets of faults/fractures having positive spatial associations with Sh_rs are located away from Sh_rs occurrences and (b) geological structures other than faults/fractures possibly interact with slope aspects to influence Sh_rs occurrence. 
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Fig. 4.6 Graphs of cumulative relative frequency of distances from individual sets of faults/fractures to every locations of Sh_rs.
Occurrences of Sh_rs are associated mostly with southerly- and easterly-facing slopes (Table 4.3). It is difficult to judge if the frequencies of trends of structures possibly interacting with slope aspects having positive spatial associations with Sh_rs (Table 4.2) and the relative strengths of positive spatial associations of each set of faults/fractures with Sh_rs (Table 4.2) are consistent or not. That is because mainly NNE-trending faults/fractures are found to have positive spatial association with Sh_rs (Table 4.2). However, structural trends deduced from the proportion analyses (Table 4.3) are mostly consistent with major trends derived from Fry analyses with respect to slope aspects (Table 4.1), which are mostly inconsistent with trends derived from distance distribution analyses (Table 4.2). Thus, inconsistencies between frequencies of trends of structures possibly interacting with slope aspects having positive spatial associations with Sh_rs (Table 4.3) and relative strengths of positive spatial associations of each set of faults/fractures with Sh_rs (Table 4.2) imply that, if Sh_rs occurrences in the study area are both structurally- and aspect-controlled, then the controlling structures mostly trend NNE and some of these structures may not be faults/fractures.
Table 4.2 Sets of faults/fractures arranged in order of decreasing relative strength of positive spatial association (as indicated by values of (D(L)–D(NL))/distance) with Sh_rs occurrence in various parts of the study area. D(NL)= cumulative relative frequency distribution of distances to every location per area. D(L)= cumulative relative frequency distribution of distances to every Sh_rs location per area. [MCT = Main Central Thrust].
[image: image70.png]Table 4.5 Sets of faults/fractures arranged in order of decreasing relative strength of positive spatial association (as
indicated by values of (PPD2-PPD1)/distance) with Sh_rs occurrence in various parts of the study area. PPD1 = cumulative
relative frequency distribution of distances to every location per area. PPD2 = cumulative relative frequency distribution of
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Sets of Distance (m) of optimum D(L) - D(NL) at Ratio of (D(L) - D(NL))
faults/fractures positive spatial association with optimum to optimum distance
according to trends Sh rs distance

In the whole study area:

NNE 170 0.1425 0.0008
In the area west of the MCT:

WNW 130 0.1115 0.0009
NNW 495 0.1770 0.0004
NNE 625 0.1808 0.0003
In the area <4 km west of the MCT:

WNW 125 0.1624 0.0013
NNW 475 0.1527 0.0003
NNE 560 0.1491 0.0003
In the area >4 km west of the MCT:

NNE 190 0.1948 0.0010
In the area east of the MCT:

NNE 70 0.1027 0.0015
In the area <2.5 km east of the MCT:

NNE 65 0.0936 0.0014
In the area >2.5 km east of the MCT:

NNE 95 0.1823 0.0019

NW 450 0.1729 0.0004





4.4.3.
Synthesis of spatial association analyses

The analyses of spatial associations of rockslides with every set of faults/fractures and every set of slope aspects suggest that, in certain parts of the area, rockslide occurrence is controlled by either only certain faults/fractures or only certain slope aspects. This deduction is supported by analyses that some sets of faults/fractures have positive, albeit weak, spatial associations with rockslides, and the latter are located, on average, at least 400 m away from the former (Table 4.2). The foregoing inferences based on the spatial association analyses can be examined further by considering consistencies and inconsistencies between Fry analyses of Sh_rs with respect to slope aspects and analyses of spatial associations Sh_rs with slope aspects and each set of faults/fractures (Table 4.4). For the synthesised results of Dp_rs, Annexure II in the enclosed CD may be consulted.
Table 4.3 Slope aspects arranged in decreasing positive spatial association with Sh_rs and trends of structures possibly interacting with slope aspect to influence Sh_rs occurrence. PROPas:PROPa is ratio of proportion of Sh_rs within a slope aspect class in an area to areal proportion of a slope aspect class in the same area. [MCT = Main Central Thrust].
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In the whole study area:

SE 1.5932 ENE, NE, NNE

ESE 1.4093 NE, NNE, NNW ENE - 3; NE - 3;
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In the area west of the MCT:
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In the area <4 km west of the MCT:
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In the area >4 km west of the MCT:
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Thus, to interpret the analyses summarized in Table 4.4, the following considerations were made (Fig. 4.7). Firstly, consistent structural trends derived from analyses of spatial associations of rockslides with slope aspects and faults/fractures are considered to imply mutual controls on rockslide by certain faults/fractures and associated slope aspects. Secondly, consistent structural trends derived only from Fry analyses of rockslides with respect to slope aspect and from analyses of spatial associations between rockslides and slope aspects are considered to imply mutual controls on rockslide by certain slope aspects and structures that may not be faults/fractures. Finally, inconsistent structural trends derived from analyses of spatial associations between rockslides and slope aspects and from Fry analyses of rockslides with respect to slope aspect and analyses of spatial associations between rockslides and faults/fractures are considered to imply lack of mutual controls on rockslide by structures of deduced trends and certain slope aspects. Thus, only the interpretations of the analyses according to the first consideration, with respect to mutual fault/fracture and slope aspect controls on rockslide, are explained below.
The analyses summarized in Table 4.4 imply the following. In the whole study area, mutual controls on Sh_rs are due to NNE-trending faults/fractures and SE-facing slopes. In the area west of the MCT, particularly in the area <4 km west of the MCT, mutual controls on Sh_rs are due to WNW, NNW- and NNE-trending faults/fractures and associated slope aspects. In the area ≥4 km west of the MCT, mutual controls on Sh_rs are due to NNE-trending faults/fractures and either SE- or WSW-facing slopes. In the area either <2.5 km or ≥2.5 km east of the MCT, mutual controls on Sh_rs are due to SE-, NW- and WNW-facing slopes and NNE-trending faults/fractures. In addition, in the area ≥2.5 km east of the MCT, mutual controls on Sh_rs are due to NW-trending faults/fractures and SW-facing slopes.
[image: image72.png]Fry of
1 set offaulis/ractures based on trends.
i i | “Trends of proviaing
T T
“Consistent trends imply mutual structural- ‘Consistont tronds mply mutual structurar
Slope conlrols on landsiiding by spatialy- slope corirols on landsiiding by certain

|L_may or may notve rautsfactures |

ated s

xum orstuctres b
ructura

st sopecs andered
iKely involved in mutual
Sonson i

Proporton analysis of spatial association
between landsides and every siope aspect class




Fig. 4.7 Diagram of strategy to synthesize results of spatial analyses in order to determine which sets of faults/fractures (based on trends) and which classes of slope aspects are likely involved in mutual fault/fracture and slope aspect controls on rocksliding in the study area. Single-end arrows represent analysis–result processes, whereas double-end arrows represent comparing/synthesizing of results of different analyses.

Table 4.4 Summary of Fry analyses of Sh_rs with respect to slope aspects and analyses of spatial associations of Sh_rs with slope aspects and faults/fractures. Trends in bold are consistent analyses of spatial associations of Sh_rs with slope aspects and faults/fractures. Trends in italics are consistent Fry analyses of Sh_rs with respect to slope aspects and analyses of spatial associations of Sh_rs with slope aspects. [MCT = Main Central Thrust]
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Area Spatially associated Trends of controlling Frequency of trends of Trends of
aspects containing structures based on structures possibly faults/fractures
>4 Sh_rs (Tables pairs of 2"-order interacting with spatially spatially
4.2 and 4.6) nearest neighbor Sh_rs associated slope aspects associated with

Fry points with respect containing >4 Sh_rs Sh_rs
to slope aspect (Table 4.6) (Table 4.5)
(Table 4.2)

Whole SE, SSE, SW ENE, WNW ENE - 2; WNW - 2; NNE

study NE - 2;

area NW - 1; NNW - 1;

NNE - 1
West of ESE, SE, SW NE, NNE, WNW NE - 2; NNE - 2; WNW, NNW,
MCT NNW - 2; WNW - 1; NNE

NW -1, ENE-1

<4 km ESE, SE, SW NE, NNE, WNW NE - 2; NNE - 2; WNW, NNW,

west of NNW - 2; WNW - 1; NNE

MCT NW -1, ENE-1

>4 km SE, SSE, SSw, NNE, NE, NW, NNW NW - 3; ENE - 3; NNE

west of SW, WSWwW NE - 2; NNE - 2;

MCT NNW - 2; WNW -2

East of SE, SSE ENE, NE ENE - 2; NE - 2; NNE

MCT NNE - 1, WNW -1

<2.5 km SE, SSE, NW, ENE, WNW, NNW, NE  NE - 4; ENE - 3; NNE

east of WNW NNE - 3; NNW - 1;

MCT WNW -1

>2.5 km SE, SSE, SW ENE, WNW ENE - 2; WNW - 2; NNE, NW

east of NE - 2; NNE - 1;

MCT NNW - 1; NW - 1





In order to verify the foregoing interpretations, proportion analyses were performed and it was observed that, in various parts of the area, varying degrees of positive spatial associations exist between Sh_rs and above-mentioned slope aspects containing each set of above-mentioned faults/fractures. Thus, only certain faults/fractures and only certain slope aspects provide mutual controls on rockslide occurrence in certain parts of the area. This means that it is trivial to use all sets of faults/fractures as a single spatial factor of rockslide. Accordingly, the spatial analyses must be considered in the way spatial factor maps are created for each set of faults/fractures. Similar nature of results was also observed for deep-seated rockslides (Dp_rs) (see Annexure II in the enclosed CD). 

4.5. Spatial modeling of mutual fault/fracture and slope controls on rockslides 

4.5.1
Conceptual framework
The foregoing spatial analyses suggest that the study area can be divided into the three domains, in which only certain sets of faults/fractures and certain slope aspects provide mutual controls on rockslide occurrence: (A) the area (4 km west of the MCT; (B) the area <4 km west of the MCT; and (c) the area east of the MCT. However, instead of using 4-km distance from the MCT, the major southwesterly-plunging ridge (see Fig. 1.2c) can be used as a divider because southerly- and easterly-facing slopes located east of this ridge mostly receive heavy monsoon precipitation coming usually from the south. By using the ridge, along which the mean distance from the MCT is ca. 3.5 km, instead of the 4-km line from the MCT to divide the area west of the MCT into two domains, 11 Sh_rs occurrences in the area <4 km west of the MCT become part of domain A (Fig. 4.8). However, by perfunctorily re-doing the analyses, no significant differences between the results for domains A and B and those for areas (4 km and <4 km west of the MCT, were observed respectively. Thus, the interpretations in areas (4 km and <4 km west of the MCT also apply, respectively, in domains A and B.
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Fig. 4.8. Spatial domains in the study areas based on spatial analyses of mutual fault/fracture and slope controls on rockslide occurrence. The boundary between domains A and B is the major southwesterly-plunging ridge west of the MCT (Main Central Thrust) (cf. Fig. 1.2c), whereas the boundary between domains B and C is the MCT (cf. Fig. 4.1). Large filled circles and small unfilled circles are locations of, respectively, Dp_rs and Sh_rs.

The spatial analyses summarized in Table 4.4 are interpreted as follows. In domain A, Sh_rs is controlled mutually by NNE-trending faults/fractures and either SE- or WSW-facing slopes. In domain B, Sh_rs is controlled mutually by (a) WNW-trending faults/fractures and SW-facing slopes and (b) NNW-trending faults/fractures and either ESE- or SW-facing slopes. In domain C, Sh_rs is controlled mutually by (a) NNE-trending faults/fractures and SE-, NW- and WNW-facing slopes and (b) NW-trending faults/fractures and SW-facing slopes. These interpretations serve as framework for predictive mapping of rockslide susceptibility.
The spatial analyses suggest that NNE-, WNW-, NNW- and NW-trending faults/fractures must be used as separate map layers in modeling mutual fault/fracture and slope aspect controls on Sh_rs in the area. However, separating classes of slope aspects into individual map layers is illogical. That is because, whereas faults/fractures represent discrete structural processes that influence variations in local stress fields within and between domains, slope aspects, like topographic elevations from which they are calculated, actually represent continuous fields even if they are discretized into a number of classes to facilitate spatial analysis. Therefore, the same layer of 12 classes of slope aspects was used (Fig. 1.2c).
Following the slope failure criteria based on orientations of geological structures and orientations of topographic slopes (Goodman and Bray, 1976), it is important to use, in addition to slope aspects and trends of faults/fractures, inclinations (or dips) of faults/fractures and slopes in modeling mutual fault/fracture and slope aspect controls on rockslide in the area. As spatially-distributed dip data for the mapped faults/fractures are not available, slope inclinations were only used further in modeling of mutual fault/fracture and slope controls on rockslide. For this purpose, slope inclinations were discretized into narrow classes of 5º-intervals and, for the same reason that separate classes of slope aspects into individual map layers were not made; a single map layer of classes of slope inclinations was used. 

4.5.2
Evidential belief modeling

Predictive modeling of landslide susceptibility requires representation and integration of relevant spatial factor maps or layers of spatial evidence. The Dempster-Shafer theory of evidential belief (Dempster, 1967; Shafer, 1976) provides a concept for assigning probabilities or degrees of belief to any evidence used in evaluating a proposition. Dempster’s (1967; 1968) work on the generalization of Bayesian lower and upper probabilities is the basis for the theory of evidential belief. Shafer (1976) then defined two evidential belief functions (EBFs), belief and plausibility, to represent lower and upper probabilities, respectively, that a proposition is valid based on given evidence. Chung and Fabbri (1993) described the representation of geosciences information for data integration based on the Dempster-Shafer theory of evidential belief. An et al. (1994) demonstrated the representation of uncertainty in integrating mineral exploration data by using EBFs. Recently, Carranza and Castro (2006) demonstrated the application of EBFs for predictive mapping of susceptibility to distal lahar-inundation in Mount Pinatubo (Philippines).

The mathematical formalism of the EBFs is complex (Dempster, 1967; Shafer, 1976). The following explanations, for their application to create and integrate spatial factor maps representing controls on rockslide, are simplified and informal. With respect to a proposition (e.g., rockslide occurrence), three EBFs are estimated for an evidence (e.g., NNE-facing slopes), namely, belief (hereafter called Bel), disbelief (hereafter called Dis) and uncertainty (hereafter called Unc), each of which falls in the range [0,1]. The Bel is lower degree of belief in given evidence with respect to a proposition. The Dis is degree of disbelief in given evidence with respect to a proposition. The Unc is ‘ignorance’ or ‘doubt’ for given evidence with respect to a proposition. The sum of Bel and Unc (called plausibility) is upper degree of belief in given evidence with respect to a proposition. The sum of Bel+Unc+Dis for given evidence with respect to a proposition is equal to 1 (i.e., maximum probability). The Unc influences the relation between Bel and Dis. If Unc=0 (i.e., complete knowledge about given evidence), then Bel+Dis=1 and the relation between Bel and Dis is binary (i.e., Bel=1–Dis or Dis=1–Bel), as in the theory of probability. If Unc=1 (i.e., complete ignorance or doubt about given evidence), then Bel and Dis are both equal to zero. That is because; if there is complete uncertainty, then there can be neither belief nor disbelief. Usually, however, Unc is neither equal to zero nor equal to one. If 0<Unc<1, then Bel=1–Dis–Unc or Dis=1–Bel–Unc. This means that, because some uncertainty is usually present, the relation between Bel and Dis is usually not binary. Thus, for every proposition, one should estimate not only Bel but also Dis and Unc for any evidence.
Estimation of EBFs of evidence with respect to certain propositions has traditionally been knowledge-driven (i.e., based on expert opinion), which is subjective because (a) no two experts will have the same opinion about an evidence for a certain proposition and (b) differentiating between and, thus, estimating disbelief and uncertainty is conceptually difficult. However, Carranza (2002) and Carranza and Hale (2003) have derived and proposed equations for GIS-based data-driven estimation of EBFs of evidence for mineral potential. Here, the GIS-based data-driven method of estimating EBFs was adopted to create and integrate maps of EBFs representing fault/fracture and slope controls on rockslide in the area.
Suppose that in a study area (or a spatial domain) T, comprising N(T) total number of unit cells or pixels, there are a number of known rockslides, R, of a certain type occurring in N(R) number of pixels (Fig. 4.9). Suppose further that maps of Xi (i=1,2,…,n) spatial factors, each with a number of Cji (j=1,2,…,m) classes, are given. Each of the jth Cji class of Xi spatial factor has N(Cji) number of pixels. The sum of N(Cji) number of pixels in every Xi map is equal to N(T). By overlaying a map of R on each spatial factor map, the number of Cji pixels coinciding with R pixels [i.e.,
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Fig. 4.9. Hypothetical data of rockslide (R) locations and a map of spatial evidence (C1) with three classes (Cj1) (j=grey scale) for illustration of data-driven estimates of 
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 [Eq. (4.3)] (adapted from Carranza, 2008). The area (T) is discretized into a number of equal-area unit cells N(T). The number of unit cells with rockslides N(R) is determined. Each evidential class occupies a number of unit cells N(
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The composite numerator in Eq. (4.1b) is conditional probability that R exists given presence of Cji. The composite denominator in Eq. (4.1b) is conditional probability that R exists given absence of Cji. Thus, the 
[image: image88.wmf]R

C

ji

W

 is relative weight of every Cji in terms of R being more present than absent in Cji as may be expected due to chance. Accordingly, in every Xi spatial factor map, 
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 for the jth Cji (j=1,2,…,m) class of Xi (i=1,2,…,n) spatial factor with respect to R is estimated as:
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and 
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 means non-rockslide pixels. The composite numerator in Eq. (4.2b) is conditional probability that R does not exist given presence of Cji. The composite denominator in Eq. (4.2b) is conditional probability that R does not exist given absence of Cji. Thus, 
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In applying the foregoing equations for data-driven estimation of EBFs, one must take note of a result that 
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, which are based on the logic that, if there is no belief, then there is also no disbelief but there is only uncertainty.

Maps of EBFs of spatial factor map X1 can be combined with maps of EBFs of spatial factor map X2 according to Dempster’s (1968) rule of combination. The formulas for combining EBFs of two spatial factor maps (X1, X2) are (cf. An et al., 1994):

[image: image113.wmf](

)

b

1

2

2

1

2

1

2

1

X

X

X

X

X

X

X

X

Unc

Bel

Unc

Bel

Bel

Bel

Bel

+

+

=

                         (4.4)


[image: image114.wmf](

)

b

1

2

2

1

2

1

2

1

X

X

X

X

X

X

X

X

Unc

Dis

Unc

Dis

Dis

Dis

Dis

+

+

=

                         (4.5)

[image: image115.wmf](

)

b

2

1

2

1

X

X

X

X

Unc

Unc

Unc

=

                                                             (4.6)

where
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, which ensures that Bel+Dis+Unc=1. Thus, only maps of EBF of two spatial factors are combined each time. Other maps of EBFs representing spatial factors X3,…,Xi are combined one after another by repeated applications of Eqs. (4.4) to (4.6). Note that Eqs. (4.4) and (4.5) are both commutative and associative, meaning that their application results in a map of integrated Bel and integrated Dis, respectively, in which the output values are controlled by high values of Bel and Dis associated with certain classes in either of two input maps. In contrast, Eq. (4.6) is associative, meaning that its application results in a map of integrated Unc in which the output values are controlled by low values of Unc associated with certain classes in either of two input maps. Thus, the Dempster’s (1968) rule of combination is suitable in combining data of spatial factors providing mutual controls on certain phenomena. In addition, because Eqs. (4.4) to (4.6) are all associative, any order of combining maps of EBFs of spatial factors X1,…Xi (i.e., not necessarily that X1 and X2 are combined first, and so on) does not affect the final output.
4.5.2.1.
Spatial modeling using EBFs

In applying the method of EBFs to test the model (or proposition) of mutual fault/fracture and slope controls on rockslide, the inventory rockslides were divided into two subsets – one training subset for estimation and integration of EBFs of various spatial factors and one testing subset for cross-validation of the integrated maps of EBFs of spatial factors. This scheme of model testing did not work well for Dp_rs because there are only 42 Dp_rs occurrences (Ghosh et al., 2009b), and the training subset consists of 28 Dp_rs in 1968 to 2003 while the testing subset consists of 14 Dp_rs in 2004 to 2006. However, the scheme of model testing worked well for Sh_rs because there are 796 Sh_rs (Ghosh et al., 2009b), and the training subset consists of 740 Sh_rs in 1968 to 2006 while the testing subset consists of 56 Sh_rs in 2007. Thus, below only the results for modeling of mutual fault/fracture and slope controls on Sh_rs are discussed.
For each set of pre-selected faults/fractures, a spatial factor map based on 5-percentile intervals of distance from faults/fractures is created. Then EBFs of every fault/fracture distance class with respect to rockslides in each domain are estimated. In addition, according to the conceptual framework discussed above based on the spatial analyses, in a domain where a set of faults/fracture is likely not involved in mutual fault/fracture and slope controls on rockslide, all classes of distance to such set of fault/fracture values of Bel=0, Dis=0 and Unc=1 are assigned. This means that, in a domain where a set of faults/fracture is likely not involved in mutual fault/fracture and slope controls on rockslide, the influence of that set of faults/fractures are modeled to be uncertain. For example, the spatial analyses suggest that NNE-trending faults/fractures are likely involved mutual fault/fracture and slope aspect controls on Sh_rs in domains A and C, but not in domain B. Thus, in domains A and C the EBFs of individual classes of distance to NNE-trending faults are calculated with respect to Sh_rs in those domains, whereas in domain B the EBFs of all classes of distances to NNE-trending faults/fractures are assigned a Bel of 0, a Dis of 0 and an Unc of 1 (Fig. 4.10). In conformity with the spatial association analyses given in Table 4.2, Fig. 4.10 shows that areas proximal to NNE-trending faults/fractures in domains A and C have values of Bel and Unc that are, respectively, higher and lower than those of areas distal to such set of faults/fractures, although variations in values of Dis in areas proximal and distal to such set of faults/fractures are very minor. Nevertheless, below the effect of assigning a Bel of 0, a Dis of 0 and an Unc of 1 in modeling the influence of a set of faults/fractures that is likely not involved in mutual fault/fracture and slope controls on rockslide is revisited below.
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Fig. 4.10. Evidential belief functions of classes of distances to individual sets of faults/fractures with respect to Sh_rs occurrence in every domain (Fig. 4.8), and evidential belief functions of slope aspects and slope inclinations with respect to Sh_rs occurrence in the whole study area.
For classes of slope aspects and slope inclinations, EBFs are not estimated per domain but in the whole study area. That is because, in addition to the reason stated above for not separating classes of slope aspects and slope inclinations into individual map layers, each pre-selected set of faults/fractures could possibly interact, albeit locally in a domain, with slope aspects other than those found to have positive spatial associations with rockslides. This follows the earlier assumption of this study that controlling structures and slope aspects are orientated at obtuse to right angles to each other. The EBFs of slope aspects with respect to Sh_rs in the area are shown in Fig. 4.10. In conformity with the relative strengths of quantified positive spatial associations between slope aspects and Sh_rs (Table 4.3), southerly- to easterly-facing slopes have values of Bel, Dis and Unc that are, respectively, higher, and lower and lower than those of other slope aspects. The EBFs of slope inclinations (Figs. 4.10-4.11) show that Sh_rs occurrences are associated mostly with slope inclinations between 30º and 50º. Whereas the maps of EBFs of slope aspects suggest broad areas where Sh_rs could possibly occur, the maps of EBFs of slope inclinations suggest restricted areas where Sh_rs could possibly occur. Thus, integration of maps of EBFs of slope inclinations is important in modeling mutual fault/fracture and slope controls on rockslide. 


Fig. 4.11. Variation of EBFs of slope inclinations with respect to Sh_rs occurrences in the study area.
To determine the effect of assigning a Bel of 0, a Dis of 0 and an Unc of 1 in modeling the influence of a set of faults/fracture that is possibly not involved in mutual fault/fracture and slope controls on rockslide, the maps of integrated EBFs of slope aspects and distances to NNE-trending faults/fractures (Fig. 4.10a) can be examined. The maps show that there is higher Bel, higher Dis and lower Unc for Sh_rs in domains A and C than in domain B, but in many parts of domain A there is lower Bel for Sh_rs than in domain B. Subtraction of the EBFs of slope aspects from the integrated EBFs of slope aspects and distances to NNE-trending faults/fractures results in maps (Fig. 4.12b) with (a) positive values of Bel, positive values of Dis and negative values of Unc in domains A and C and (b) null values for Bel, Dis and Unc in domain B. The former results suggest that, in domains A and C, the presence of NNE-trending faults/fractures in certain slope aspects increases the likelihood and uncertainty of Sh_rs , whereas the latter results illustrate that, in domain B, the integrated EBFs of slope aspects and distances to NNE-trending faults/fractures are all due to the EBFs of slope aspects. Thus, assigning a Bel of 0, a Dis of 0 and an Unc of 1 to all classes of distances to a set of faults/fracture that is likely not involved in mutual fault/fracture and slope controls on rockslide is satisfactory for representing EBFs of a set of non-controlling faults/fractures. It has a null effect that does not interfere with modeling of mutual fault/fracture and slope controls on rockslide. This means that if an area is divided into domains, in which only certain faults/fractures are likely involved in mutual fault/fracture and slope controls on rockslide, maps of EBFs of a set of spatial features can be created even although such spatial features influence rockslide only in some domains. This means further that (a) it is unnecessary to model mutual fault/fracture and slope controls on rockslide per domain by creating and integrating evidence maps of only controlling spatial features per domain, but (b) it is certainly trivial to create and integrate evidence maps of spatial features that are not likely involved in mutual fault/fracture and slope controls on rockslide in all domains.
The outputs of integrating all the maps of EBFs in Fig. 4.10 show that several parts of domains B and C have high Bel and low Unc but high Dis for Sh_rs, whereas mainly the northwestern parts of domain A have high Bel, low Dis and low Unc for Sh_rs (Fig. 4.12c). The high Dis for Sh_rs in many parts of domains B and C imply that mutual fault/fracture and slope controls are alone inadequate for Sh_rs occurrence in those domains, whereas low Dis for Sh_rs in the northwestern parts of domain A implies that mutual fault/fracture and slope controls strongly influence Sh_rs occurrence in that domain. Even so, high Bel and low Unc for Sh_rs in many parts of domains B and C, compared to the high Bel and low Unc for Sh_rs in the northwestern parts of domain A, show that many areas east of the major SW-plunging ridge, where the MCT and MBT are located, are more prone to Sh_rs than many areas west of the ridge.
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Fig. 4.12 Models of mutual controls on Sh_rs occurrence by faults/fractures and slope aspects. a) Integrated EBFs of slope aspects and classes of distances to NNE-trending faults/fractures. b) Contributions of EBFs of distances to NNE-trending faults/fractures to the model in a). c) Model-1 of Sh_rs occurrence based on a training subset of 1969–2006 Sh_rs occurrences, slopes and only sets of faults/fractures spatially associated with whole set of Sh_rs occurrences. d) Model-2 of Sh_rs occurrence based on a training subset of 1969–2006 Sh_rs occurrences, slopes and all sets of faults/fractures. The testing subset of 2007 Sh_rs occurrences illustrates the predictive capability of Model-1 and Model-2 (text for discussion).

4.5.2.2.
Model evaluation

In order to provide an empirical proof to the two hypotheses put forward in Section 4.1, another model of Sh_rs occurrence (Fig. 4.12d) was derived by creating maps of EBFs of classes of distances to all faults/fractures and integrating those maps with maps of EBFs of slope aspects and those of slope inclinations. The model derived by using only sets of faults/fractures that are spatially associated with Sh_rs (hereafter called Model-1; Fig. 4.12c) and the model derived by using all faults/fractures (hereafter called Model-2; Fig. 4.12d) are strongly similar, except that the latter does not show sharp contrast between values of Dis east and west of the major southerly-plunging ridge and it does not reflect the strong influence of NNE-trending faults/fractures in the northwestern parts of the area.

To examine further the differences between the two models, the cross-validation technique proposed by Chung and Fabbri (1999) was applied. By using cumulative decreasing values of integrated Bel of each model, the cumulative increasing proportions of rockslide-prone areas were defined, from which the cumulative increasing proportions of training Sh_rs, testing Sh_rs and Dp_rs were determined (Fig. 4.13). Proportions of training Sh_rs and testing Sh_rs are also known as success- and prediction-rates, respectively. In addition, the average of each EBF in cumulative increasing proportions of rockslide-prone areas was also determined.

The graphs in Fig. 4.13 show that Model-1 has a prediction-rate curve that fluctuates below and above but closely follows its success-rate curve, whereas Model-2 has a prediction-rate curve that is mainly below its success-rate curve (Fig. 4.13). This means that the testing Sh_rs occurrences have a better spatial association with Model-1 than with Model-2. However, the graphs in Fig. 4.13 show that, in the whole study area, Model-1 has higher Dis than Model-2. This implies that (a) mutual fault/fracture and slope controls are alone inadequate to influence Sh_rs occurrence in every portion of the area and (b) any of the other sets of faults/fractures that were not used in Model-1 possibly interacts with certain slopes to influence Sh_rs occurrence albeit at local places within the study area. Nevertheless, the graphs in Fig. 4.13 show that, in the 40% most Sh_rs-prone portions of the area, Model-1 is superior to Model-2 because it has (a) higher success-rates (with maximum difference of 7% success-rate within the 25% most Sh_rs-prone portions of the area), (b) higher prediction-rates (with the maximum difference of the 16% prediction-rate within the 20% most Sh_rs-prone portions of the area), (c) higher Bel for Sh_rs, and (d) lower Unc for Sh_rs. Thus, the graphs in Fig. 4.13 support the two hypotheses that were put forward in Section 4.1. 
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Fig. 4.13 Goodness-of-fit of models of Sh_rs occurrence with training and testing subsets of Sh_rs and with Dp_rs. a) Model-1 derived by using slope aspects, slope inclinations and sets of faults/fractures having positive spatial associations with Sh_rs occurrences (Fig. 4.14c). b) Model-2 derived by using slope aspects, slope inclinations and all faults/fractures (Fig. 4.14d).

4.6.
Discussion
In spite of the slope failure criteria based on orientations of geological structures and topographic slopes (Goodman and Bray, 1976), many previous works on mapping landslide susceptibility in the Darjeeling district 
 ADDIN EN.CITE 
(e.g., Kanungo et al., 2006; Gupta et al., 2008)
 and elsewhere 
 ADDIN EN.CITE 
(e.g., Saha et al., 2002; Champati ray et al., 2007; Sharma and Kumar, 2008; Mathew et al., 2009)
 simply considered proximity to geological lineaments as a spatial factor of landslide susceptibility without regard to types and orientations of lineaments. 
In this study, the two hypotheses that were put forward in Section 4.1 are supported by the results of cross-validation of the model derived by using only sets of faults/fractures that are associated spatially with rockslides and the model derived by using all faults/fractures (section 4.5.2.1; Figs. 4.12c-d and 4.13). Thus, (1) using proximity to faults/fractures of certain trends, compared to using proximity to all faults/fractures, yields a better predictive map of rockslide susceptibility, and (2) analyses of the spatial pattern of certain types of slope failures and their spatial association with certain types and trends of geological structures allow the determination of which sets of structures likely control rocksliding.

Applications of spatial analytical techniques to select sets of geological lineaments, based on the trends that are individually good spatial evidence of slope failure at regional-scales, have not yet been reported in the literature. The criterion for good spatial evidence of slope failure is essentially based on positive spatial association (or correlation) between certain geological lineaments and slope failures. Recently, Antinao and Gosse (2009) showed that spatial correlation between rockslides and geological structures can be determined by comparing a variogram of rockslide density with a variogram of geological structure density. However, creating a map of object density is sensitive to the choice of unit area.

In this study, the methods applied do not require a choice of unit area – Fry analysis (Fry, 1979) and distance distribution analysis (Berman, 1986) – in order to select sets of faults/fractures, based on the trends that plausibly control rocksliding. These methods have not been used yet in studies of landslide controls, but they have been employed in studies of mineralization controls. Fry analysis has been applied to deduce trends of structures controlling mineralization 
 ADDIN EN.CITE 
(Vearncombe and Vearncombe, 1999; Carranza, 2008; Carranza, 2009)
 and geothermal fields (Carranza et al., 2008b). Distance distribution analysis has been applied to quantify spatial associations between mineral deposits and geological features 
 ADDIN EN.CITE 
(Bonham-Carter, 1985; Carranza and Hale, 2003; Carranza et al., 2008a)
. As shown in this study, as well as in Carranza et al. 
 ADDIN EN.CITE 
(2008a; 2009)
, Fry analysis and distance distribution analysis may show more-or-less inconsistent trends of possibly controlling structures as described in Sections 4.3.3 and 4.4.2. That is because Fry analysis is a technique to determine trends in a set of point objects, whereas distance distribution analysis is a technique to analyze spatial association between a set of point objects and a set of linear objects. However, with the aid of proportion analysis of spatial association between rockslides and slope aspects (Fig. 4.7), consistency between Fry analyses and distance distribution analyses can be synthesized into coherent interpretations about which set of faults/fractures and which classes of slope aspects are likely involved in mutual fault/fracture and slope controls on rockslide (Table 4.4).
The spatial analyses of subsets of rockslides in various parts of the study area, with respect to the MCT, imply that only certain sets of faults/fractures are likely involved in mutual fault/fracture and slope controls on rockslide in certain parts of the area. This finding conforms to knowledge that (a) major tectonic structures likely act as regional-scale tectonic control on geomorphic processes in a study area (Banerji et al., 1980; Acharya, 1989), (b) local stress fields vary with respect to major tectonic structures 
 ADDIN EN.CITE 
(Pandey et al., 1999; Singh and Thakur, 2001; Joshi and Hayashi, 2008)
, and (c) mechanisms for slope deformation can vary with variations in the distributions of stress 
 ADDIN EN.CITE 
(Di Luzio et al., 2004; Kinakin and Stead, 2005; Cadoppi et al., 2007)
. Therefore, variations in spatial distribution of geological structures certainly influence variations in spatial pattern of rockslides (Roering et al., 2005). Accordingly, based on the spatial analyses, the area can be divided into three domains for predictive mapping of rockslide susceptibility. 
In predictive mapping of rockslide susceptibility, EBFs were applied (Dempster, 1967; 1968; Shafer, 1976) to create layers of spatial evidence of rockslide occurrence. EBFs have not yet been used in regional-scale predictive mapping of landslide susceptibility, but they have been used in predictive mapping of susceptibility to distal lahar-inundation (Carranza and Castro, 2006). In this study it was shown that, by using EBFs, a layer of evidence can be created for faults/fractures even although they are associated spatially with rockslides in only certain domains but not in every domain. This is achieved by estimating EBFs of proximity to faults/fractures in domains where they are associated spatially with rockslides and by assigning EBFs of proximity to faults/fractures only to uncertainty in domains where they are not associated spatially with rockslides. Thus, by applying EBFs, it is feasible to simultaneously derive an integrated model of mutual fault/fracture and slope controls on rockslide for all domains. This can also be achieved by application of weights-of-evidence whereby faults/fractures are considered as missing evidence in domains where they are not associated spatially with rockslides (Bonham-Carter et al., 1989; Carranza, 2004). However, in this study EBFs were applied instead of weights-of-evidence because the latter is hampered by conditional dependence among evidence whereas EBFs are not (Walley, 1987) and in this study the objective was to model conditionally dependent or mutual fault/fracture and slope controls on rockslide. 
In general, slope failure occurs when the shear stress acting on that slope exceeds the shear strength of the materials on that slope. Faults/fractures and slopes are only among the various factors that could contribute to both increase in shear stress acting on slopes and decrease of shear strength of slope materials. As the spatial analyses suggest, structures other than faults/fractures are likely involved in mutual fault/fracture and slope controls on rockslide in certain parts of the area. Therefore, the model of mutual fault/fracture and slope controls on rockslide for shallow translational rockslide (Fig. 4.12c) only represents one plausible multivariate factor of slope failure. It can be used further, however, as an input map in probabilistic predictive mapping of susceptibility to shallow translational rockslide occurrence.
4.7.
Conclusions

Fry analysis, distance distribution analysis and proportion analysis are complementary and supplementary exploratory methods that can be used in conjunction with one another in order to determine mutual fault/fracture and slope controls on rockslide. Results of applications of these spatial analytical techniques suggest that, in different parts of the study area, rocksliding is controlled mutually by certain sets of faults/fractures and certain slope aspects. Application of the Dempster–Shafer theory of belief is satisfactory for creating a layer of spatial evidence for every set of faults/fractures in the study area even although such a set is only likely involved in mutual fault/fracture and slope controls on rockslide for deep-seated rockslide occurrence in some, but not in all, parts of the area. However, it is trivial to create and integrate spatial evidence layers for sets of faults/fractures that are not spatially associated with rockslides anywhere in the study area. A model of mutual fault/fracture and slope controls on rockslide is not a final multivariate factor of slope failure but it can be used as an input in probabilistic predictive modeling of slope failure susceptibility. 
The weakness of the model of mutual fault/fracture and slope controls on rockslide relates to lack of dip data for faults/fractures. Considering mainly the poor accessibility of the rugged terrains in the area, obtaining thorough and spatially distributed dip data for regional faults/fractures is a non-trivial task. When such data become available, the model of mutual fault/fracture and slope controls on rockslide obtained in this study must be updated and revised accordingly. In that case, proper methods for the interpolation of 3D structural orientation data (De Kemp, 1998; Günther, 2003) must be used to create 2D maps of structural orientations (i.e., trends and dips) for deterministic spatial analysis of mutual structural and slope controls on slope failure. A similar study taken up in this research is described in detail in the next chapter (chapter 5) where rock slope failure modes (e.g., planar, wedge, topple) are modelled using spatially distributed rock discontinuity orientation data. Therefore, if strike/dip data for faults/fractures are available, it is more apt to perform similar kinematic analysis of slope failure 
 ADDIN EN.CITE 
(Gokceoglu et al., 2000; Jaboyedoff et al., 2004; Ghosh et al., 2010)
. Nevertheless, the analyses discussed in this chapter (chapter 4) are useful for first-pass regional-scale exploratory assessment of slope failure susceptibility.
Chapter 5

Rock slope instability analysis using structural orientations 

One of the major factors governing the stability of rock slopes is the directional anisotropy of planar structural discontinuities (e.g., foliations, bedding plane and joints) in rocks 
 ADDIN EN.CITE 
(Romana, 1985; Selby, 1993; Orr, 1996; Hack et al., 2003; Sitar et al., 2005; Pantelidis, 2009)
 and their mutual kinematic relationships with topography. The presence of such structural discontinuities in rocks thus contributes to both an increase in shear stress acting on slopes and decrease of shear strength of slope materials. Therefore, to model rock slope instability in a GIS, spatial modeling of 3-D structural orientation data onto a 2-D continuous structural surface is necessary. This is not a trivial task because rock discontinuity orientation data are generally sparse over a large area due to poor exposure conditions and inaccessibility. This is especially true in a structurally-complex terrain like the Himalayas. This chapter is based on the publication “Rock slope instability assessment using spatially distributed structural orientation data in Darjeeling Himalaya (India)” (Ghosh et al., 2010), wherein methods for spatial modeling of different rock slope failure modes using spatially distributed rock discontinuity orientations, its shear strength parameters and topography data are examined and discussed.   
5.1. Introduction

The geometrical relationships of structural discontinuities (e.g., bedding, foliation, joints etc.) in rocks with topographic slopes define different modes of rock slope failures (plane, wedge or topple) 
 ADDIN EN.CITE 
(Goodman and Bray, 1976; Hoek and Bray, 1981; Matheson, 1983; Cruden, 1989; Roy and Mandal, 2009)
. The mode of such discontinuity-controlled rock slope failure is also governed by the shear strength of structural discontinuities, which can be represented by their residual friction angles (
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 may be derived through an empirical relationship with observed discontinuity-condition parameters available in the literature (Serafim and Pereira, 1983). Discontinuity-controlled rock slope instability occurs in either natural or man-made (‘engineered’) rock slopes. This study is mainly concerned with the spatial analysis of instability of natural rock slopes.

Despite applications of the principles of different rock slope failure modes to spatial analysis of rock slope instability at various mapping scales have been reported in the literature 
 ADDIN EN.CITE 
(e.g., Wagner et al., 1988; Anbalagan, 1992; Carrara, 1999; Gupta et al., 1999; Guzzetti et al., 1999; Jaboyedoff et al., 2004; Park et al., 2005)
, very few attempts actually exist to incorporate spatially distributed data of structural discontinuity orientations in GIS-based rock slope instability assessment (e.g., Meentemeyer and Moody, 2000; Günther, 2003; Günther et al., 2004). That is because modeling of the spatial distribution of structural discontinuity orientations is complex and is not commonly realized in a 2-D GIS. Relative success has been achieved by using structural discontinuity orientation data in rock slope instability assessments at detailed to large scales (i.e., larger than 1:25,000) 
 ADDIN EN.CITE 
(Wagner et al., 1988; Günther et al., 2004; Günther and Thiel, 2009)
. However, using data of structural discontinuity orientations in rock slope instability assessment at medium to small scales (i.e., 1:25,000 or smaller) is even more challenging because such data are usually sparse due to, for example, poor rock exposures, thick vegetation and/or overburden cover and, inaccessibility of the terrain.
For application in spatial rock slope instability assessment, point observations of 3-D orientations of structural discontinuities in rocks must be regionalized (i.e., interpolated) into a continuous 2-D surface model of orientations of a certain type of geological structures. This surface model is here referred to as a Digital Structural Model (or, DStM). In structurally complex terrains, the accuracy of a DStM depends on observation scale, data density, distribution and availability of suitable structural constraints such as trace-lines of major faults and fold axes. However, structural orientation data cannot be interpolated directly to create a DStM. For example, interpolation of azimuth data points of 330º and 30º can erroneously result in values about 150º (Meentemeyer and Moody, 2000; Günther, 2003). De Kemp (1998; 1999) proposed a concept for interpolation of structural orientation data by decomposing the unit vectors into three linear cosine components that can be used for 3-D interpolation. Günther (2003) followed this approach for 2-D constrained interpolation of each of the three cosine components and then integrated the results in order to derive DStMs for azimuths and for dips of a certain type of geological structures. Nevertheless, in complex structural terrains like the Himalayas, irregularity and scarcity of spatially distributed structural orientation data as well as lack of structural constraints make DStM generation through conventional 2-D interpolation very problematic (Günther, 2003). In situations of data scarcity in large areas, deriving discrete directional information on individual rock discontinuity sets for suitable mapping units using vector statistical considerations (Wallbrecher, 1986; Swan and Sandilands, 1995) may be an alternative (Günther and Thiel, 2009).

In this study, application of suitable techniques for regionalization of point data of 3-D orientations of structural discontinuities in rocks in order to create DStMs at two different spatial scales is discussed in detail. The DStMs are realized together with DEM-derived terrain properties in order to (a) assess rock slope instability, (b) test the kinematical possibility of different modes of rock slope failures and (c) interpret their respective causal failure mechanisms. This study also compares the modeled rock slope instabilities and their respective failure mechanisms with prevalent rock slope failures (both shallow and deep-seated) that were observed and mapped (Fig. 5.1) in the study area. These techniques were first applied to a small area (Area A in Fig. 5.2) with a relatively high density and quite good distribution of structural data observation points. Then, the same techniques were applied to a larger area (Area B in Fig. 5.2) with relatively scarce and poor distribution of structural data observation points. The results of application of the methods in both test areas were evaluated by quantifying the spatial association between the instability maps and the available rockslide occurrence maps.
5.2. Input data
5.2.1.
Field-based 3-D orientation data of rock discontinuities  
The dip (azimuth normal) directions and dip values of rock discontinuities that were used for this study were measured in the field at 315 accessible locations. These measurements are for 315 foliation/bedding (hereafter denoted as, Fol) planes and 514 joint surfaces (Fig. 5.2). Via cluster analysis, the joint orientation data were divided into four sets, namely J1 (southwesterly-dipping joints), J2 (southeasterly-dipping joints), J3 (northwesterly-dipping joints) and J4 (northeasterly-dipping joints). Thus, including Fol, five sets of data on structural discontinuity orientations were used in this study. 
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Fig. 5.1 Different rockslides in the study area that occurred between 1968 and 2007 (see Chapter 3 and Ghosh et al., 2009b). (a) and (b) Retrogression of a deep-seated rock wedge slide. Photo in (a) taken in 2001, and photo in (b) of the same rockslide was taken in 2008. (c) A deep-seated rock wedge (W_Fol_J2) within Daling metasediments. (d) Plane failure (P_Fol) along foliation surface (Fol) in sheared phyllonitic rocks. (e) Toppling (T_J1) caused by steeply-dipping southwest (SW)-dipping joints (J1) within quartzo-feldspathic gneiss.
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In order to visualize the variability in structural discontinuity orientations, the poles-to-planes of each of the five structural orientation data sets were plotted in a synoptic fabric diagram (Fig. 5.3), which indicates respective mean vector discontinuity orientation in each data set together with the respective vector statistical parameters such as confidence cone, spherical aperture and eigenvectors (Wallbrecher, 1986). 
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Fig. 5.3 Synoptic fabric plots of poles to five measured discontinuity planes in an equal area projection (Schmidt’s projection, lower hemisphere) along with the plot of mean vectors, confidential cones and spherical apertures and eigenvectors for (a) foliation plane (Fol), (b) joint set J1, (c) joint set J2, (d) joint set J3 and (e) joint set J4.

Each of the structural discontinuity orientation data set shows a high degree of conformity of measurements (75-87%), very small confidential cones (3–4º), and reasonable spherical apertures (21–30º). The azimuth/dip orientation of mean vectors of Fol, J1, J2, J3 and J4 data sets are 328º/24º, 227º/68º, 140º/68º, 312º/67º and 053º/65º, respectively (Table 5.1, Fig. 5.3). At some of the 315 accessible locations, the presence of major thrusts and faults that have been compiled from old geological maps (Mallet, 1875; Acharya and Ray, 1977) and some of the linear structural features that have been interpreted from stereo-pairs of 1:10,000 scale aerial photographs (Fig. 5.2) were confirmed during field studies. The confirmed mapped traces of major thrusts/faults/fractures were then used as primary structural constraints for generating DStMs of structural orientation data for each set of structural discontinuities.
Table 5.1 Vector statistics of measured discontinuity orientations (in the entire study area – Area B). 
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5.2.2.
Spatially distributed shear strength (
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) parameters   

Following the guidelines of Bieniawski (1989) for rock mass rating (RMR) classification, data for joint condition parameters (i.e., spacing, length/persistence, infilling, roughness, separation and weathering condition) were collected at 240 of the 315 accessible locations in the field. In general, it has been observed that the joints have average spacing of <40 cm, persistency of up to 1-3 m or more and are smooth to rough planar. The walls of the observed joints vary from un-weathered to weathered and generally do not exhibit perceptible separation. Minor infilling (<1 mm) of crushed silty materials are present in slightly open joint walls. In all the four joint sets (J1, J2, J3 and J4), no significant variations in joint-condition properties were observed. Using the measured joint condition parameters, the values of 
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 at each of the 240 locations were empirically estimated according to the empirical relation of Serafim and Pereira (1983) are empirically estimated. The empirically-derived values of 
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 vary between 22º and 36º. After performing spatial autocorrelation analysis on the empirically derived 
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 values, inverse distance weighting (IDW)   interpolation with a power of 2 and a minimum of 15 data points within a search radius of 5 km was applied. During training of interpolation,  a jack-knife (or omit one data point) approach was followed in order to derive the best-fit surface model of 
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 (i.e., interpolation was performed 240 times, each time with 239 data points and each surface model was cross-validated with the respective single data point omitted in the analysis). The best obtained surface model of empirically-derived values of 
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 (Fig. 5.4) has a root mean square error of 4 for interpolation data points and a squared difference of 0 for all the cross-validation data points. This best surface model of empirically-derived values of 
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 (Fig. 5.4) was used as a spatially distributed shearing strength parameter of discontinuity, instead of using a single arbitrary global value of 
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 as proposed by Aksoy and Ercanoglu (2007), in testing the kinematical possibility of specific modes of rock slope failures in the test areas.
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Fig. 5.4. Map of interpolated residual friction angles (
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) of structural discontinuities.
5.2.3.
Digital topographic data   

For topographic data, the 10 m ( 10 m pixel resolution ‘CartoDEM’ that was prepared through photogrammetric techniques (in the LPS suite of ERDAS Imagine 9.2) using stereo-images of 2.5 m resolution IRS P5 Cartosat-1 satellite data of 2006 has been used. In order to generate a high-precision CartoDEM, the stereo Cartosat images were otho-rectified by using 16 ground control points (GCPs) measured through differential GPS in the field. For geo-referencing, the WGS 84 as datum was used and the ortho-rectified maps were projected using UTM (Zone 45N) projection parameters. From the CartoDEM, raster maps of slope and aspect were derived using ArcGIS 9.3. These maps were used as topographic inputs for both test areas (Area A and Area B; Fig. 5.2). 
5.3. Spatial modeling of structural discontinuity orientations

Considering the differences in density and distribution of structural discontinuity orientation data and the differences in amount of structural constraints in areas A and B (Fig. 5.2), different regionalization techniques in order to create DStMs for the two areas were employed. In Area A, where point data of structural discontinuity orientations are quite dense and well-distributed, regionalization of such data involved interpolation. In contrast, in Area B (i.e., the whole study area), where point data of structural discontinuity orientations are quite sparse and poorly-distributed, regionalization of such data involved generalization.
5.3.1.
DStM generation in Area A

For Area A, the technique proposed by Günther (2003) was followed to interpolate 3-D orientation or fabric measurements for individual types (or sets) of structural discontinues in rocks at every observation point. The interpolation process (Günther, 2003) involved (a) decomposition of orientation data (i.e., unit vectors having only directions) into three linear cosine components (cos(
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), cos(
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) and cos(
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); see De Kemp (1998) for details) followed by separate interpolation of each cosine component and (b) conversion of the interpolated linear cosine components into rasters (i.e., DStMs) of azimuth and dip. Mapped structural constraints (major faults/thrusts) were incorporated as barriers (i.e., linear features known to interrupt the resulting surface geometry) into the interpolation process. The IDW interpolation was used because it does not produce pixel values out of the input data range, which is important for the interpolation of unit vector components since values of either cos(
[image: image139.wmf]a

) or cos(
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) must be in the [-1,+1] range and values of cos(
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) must be in the [0,1] range. In IDW interpolation a power of 2 was used so as to give stronger weights to pixels of and close to the original input data than pixels farther away and a jack-knife approach was followed to derive the best-fit DStMs of azimuth and dip for each set of structural discontinuities in rocks.

Fig. 5.5 shows the DStMs for azimuth and dip of Fol, whereas Table 5.2 shows the vector statistics of measured orientation data and the interpolated values in DStMs. The averages of interpolated Fol orientations are closely similar to the averages of measured Fol orientations (Table 5.2). Both poles-to-planes projections of measured and interpolated Fol orientations are aligned to steep great circles with π-poles of 250º/17º and 243º/13º, respectively (Fig. 5.5b). The fabric shape of the original Fol data is closely resembled by the DStMs of Fol, as indicated by their nearly identical spherical apertures, great circle alignments and near-similar eigenvector orientations and magnitudes (Fig. 5.5, Table 5.2). In the raster maps of interpolated Fol orientations (Figs. 5.5c and 5.5d), abrupt changes of Fol orientations at the breaklines seem to be artifacts but they actually represent near-real ground situations. In the interpolation process, the breaklines acted as interpolation ‘barriers’ so that fabric orientations are offset along the thrusts/faults (e.g., the nearly E-W trending fault passing through a valley in Figure 5.5), which has also been observed during fieldwork. The same technique was applied to the orientation data of each of the four joint sets, J1 to J4. For each of the joint sets, the means of interpolated values in the DStMs are much more closely similar to the means of the measured data, as indicated by the smaller spherical apertures and fabric shape eccentricities derived from the eigenvectors (Table 5.2). In general, a good fit of vectorial orientation between the measured data and the interpolated values is observed for all the five structural discontinuity sets.
Table 5.2 Vector statistics of measured discontinuity orientations and interpolated discontinuity orientations in DStMs. 

[image: image142.png]Discontinuity set Data Mean Conf. Spherical Eigenvectors (azimuth/dip) Great Small
(Nr) orientation cone aperture circle circle
(azimuth/dip) E2 E3 align. align.

Fol (Measured) 63 291°/22° 8° 34° 250°/17° 346°/18° 120°/64° 54% -

Fol (Interpolated) 90349 295°/20° 0° 32° 243°/13° 338°/22° 125°/64° 77% -
J1 (Measured) 30 225°/71° 7° 22° 207°/70° 313°/05° 045°/19° 47% 17%
J1 (Interpolated) 86618 220°/67° 0° 14° 257°/62° 136°/15° 040°/23° 14% 50%
J2 (Measured) 35 146°/66° 8° 27° 158°/66° 058°/04° 326°/24° 42% 27%
J2 (Interpolated) 86620 148°/67° 0° 14° 181°/63° 064°/13° 328°/23° 14% 50%
J3 (Measured) 14 313°/66° 11° 22° 328°/65° 226°/06° 133°/25° 32% 30%
J3 (Interpolated) 89836 311°/68° 0° 16° 266°/60° 033°/19° 131°/22° 19% 40%
J4 (Measured) 28 057°/65° 8° 23° 054°/65° 147°/01° 238°/25° 44% 18%
J4 (Interpolated 75187 058°/66° 0° 13° 061°/66° 329°/01° 238°/24° 26% 25%
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Fig. 5.5 Distribution of orientation data for foliation (Fol), their respective DStMs and equal area projection nets of measured data and interpolated values of Fol in Area A. (a) Locations of measured orientation data for foliation (Fol). (b) Plot of ‘poles-to-plane’ (showing spherical apertures, confidence cones, eigenvectors and great circles) of measured Fol orientations and their respective interpolated orientations in DStMs. (c) DStM of Fol dip. (d) DStM of Fol azimuth. Table 5.2 for vector statistics of measured and interpolated orientation data.
5.3.2
DStM generation in Area B

The whole study area (Area B) was subdivided into 12 structural domains in terms of presence of major thrusts/faults as natural structural boundaries, predominant strike (or azimuth) of faults/fractures and fracture density (Fig. 5.2). Where traces of the major thrusts/faults are not confirmed during fieldwork, the structural domains were demarcated based on changes in the dominant strike maxima of mapped fault/fracture systems and on differences in fracture densities (Fig. 5.2, Table 5.3). Spatial distribution of fracture density was modeled via interpolation of density of mapped traces of faults/fractures and thrusts considering 500 m as search radius. The purpose of subdividing the whole study area into structural domains was to create smaller structurally-unique areas of influence for regionalization of structural orientation data. Subsequently, in each structural domain, structural discontinuity orientations were regionalized by computing and using the mean integer values of measured orientations of each set of structural discontinuities (Fol, J1, J2, J3 and J4) in order to create two raster grids (one for azimuth, one for dip).

Table 5.3. Attributes of photo-interpreted lineaments (faults/fractures) in individual structural domains (Fig. 5.2).
[image: image144.png]Domain Nr. of Strike maxima Lineament Principal basis for delineation of domain
lineaments of lineaments density (mean) boundary

1 22 055° 2.74 Thrust boundary, lineament density

2 24 045° 3.78 Thrust boundary, lineament density

3 40 023° 2.28 Thrust boundary, strike maxima of
lineaments, lineament density

4 19 024° 1.47 Strike maxima of lineaments,
lineament density

5 21 055° and 080° 1.99 Strike maxima of lineaments,
lineament density

6 18 023° and 055° 2.20 Strike maxima of lineaments,
lineament density

7 22 115° 1.51 Strike maxima of lineaments,
lineament density

8 11 085° and 155° 0.99 Fracture density, lineament density

9 19 057° 1.54 Strike maxima of lineaments,
lineament density

10 9 120° 0.85 Strike maxima of lineaments,
lineament density

11 29 135° 2.31 Strike maxima of lineaments,
lineament density

12 12 100° and 170° 1.48 Thrust boundary, strike maxima of

lineaments, lineament density





5.4. Kinematical testing of rock slope instability 

5.4.1
Identification of modes of rock slope failure

By using the raster maps of DStMs, 
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 values, slopes and aspects, the kinematical possibility of a certain mode of discontinuity-controlled rock slope failure (plane, wedge and topple) can be tested for every pixel in the map (Günther, 2003). In principle, plane failure is kinematically possible if the dip of a controlling structural discontinuity is steeper than the residual friction angle of discontinuity (
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) and shallower than the apparent inclination of the slope with aspect the same as or similar to the dip direction of the structural discontinuity (Fig. 5.6a). Wedge failure is kinematically possible if the above condition for plane failure is met by the cutting line or wedge axis between two structural discontinuity surfaces (Fig. 5.6b). Plane topple is kinematically possible if a nearly vertical structural discontinuity strikes sub-parallel to a nearly vertical slope with aspect the same as or similar to the dip direction of the structural discontinuity (Fig. 5.6c). Wedge topple is kinematically possible if nearly vertical cutting lines or wedge axes between two structural discontinuity surfaces strike sub-parallel to a nearly vertical slope with aspect the same as or similar to the plunge direction of the cutting lines or wedge axes (Jaboyedoff et al., 2009). For any failure mode, the controlling structural discontinuity or cutting line(s) may either dip/plunge into the slope with ((90º (Goodman and Bray, 1976) or out of the slope with 
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>90º (Cruden, 1989), where
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is the inclination of the discontinuity or cutting line measured from the dip direction of the slope normal.
Based on raster maps of DStMs, 
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 values, slopes and aspects, the foregoing criteria for kinematical possibility of certain modes of rock slope failure were evaluated in the SlopeMap module of the RSS-GIS software by applying the following conditions at every pixel in the maps:
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Where 
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q

 is the apparent dip/inclination of the topography with aspect the same as or similar to the dip direction of the controlling structural discontinuity or the plunge direction of the controlling cutting line(s). If any of the above relations is true for a pixel, SlopeMap after executing the above map calculation algorithms in ArcVIEW 3.x, returns a value of 1 for that pixel, meaning that a particular failure mode is kinematically possible; otherwise, SlopeMap returns a “null” value for that pixel, meaning that a particular failure mode is kinematically impossible (Günther, 2003). The returned values for every pixel where one or more failure modes are kinematically possible were then aggregated through linear map combination in a GIS so that rock slope instability according to one or more failure mode can be assessed for every pixel.
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Fig. 5.6 Modes of different rock slope failures (after Goodman and Bray, 1976; Hoek and Bray, 1981).
5.4.2
Rock slope instability in Area A

The DStMs for each of the five sets of structural discontinuities and their 10 mutual cutting lines, the raster map of 
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 values, and raster maps of slope and aspect derived from the 10-m resolution CartoDEM were used to identify 10 m ( 10 m pixels where certain modes of rock slope failures are kinematically possible. Theoretically, the five sets of structural discontinuities and their 10 cutting lines can result in 30 possible failure mechanisms, meaning failure modes due to one or more set of structural discontinuities. In Area A, the analysis resulted in 22 out of 30 possible failure mechanisms (Fig. 5.7), which includes all possible failure modes. 
For possibility of plane failure mode, bedding plane/foliation (P_Fol) provides the highest contribution of 74% to rock slope instability, followed by joint set J3 (P_J3) with 22% contribution. Of the 10 possible wedge rock failures, prominent contributions to rock slope instability are due to failure mechanisms W_J1_J4 (40%), W_J2_J3 (29%) and W_Fol_J1 (19%). Only eight of 15 possible topple mechanisms (both plane and wedge topples) could possibly result in topple failures, and prominent contributions to rock slope instability are provided by plane topple mechanisms T_J2 (45%) and T_J3 (34%). Wedge topple mechanisms are comparatively less possible than the plane topples, because among the 10 possible wedge topple mechanisms, only four wedge topples involving the four joint sets are kinematically possible. Mostly cutting-lines between joints with steep plunges (i.e., >70º) contribute to wedge topples, which are relatively a rare possibility in the study area. Due to the kinematic possibility of multiple failure modes, some areas prone to rocksliding can have the possibility of multiple failure mechanisms and multiple failure modes.

Thus, the analysis was extended by presenting a map of failure mode count for every pixel in order to identify pixels where multiple failure modes and multiple failure mechanisms are kinematically possible (Fig. 5.7d). The result shown in Fig. 5.7d suggests that there is possibility for any mode of rock slope failure in 17% of Area A (1.5 km2), in 70% of which there is possibility for at least one failure mode and in 30% of which there is possibility for multiple failure modes. In the 17% of Area A mapped as unstable slopes, wedge failure is kinematically possible in about 55% of those unstable slopes, topple failure is kinematically possible in about 37% of those unstable slopes and plane failure is kinematically possible in about 8% of those unstable slopes. For plane failure, none of the unstable pixels has more than one plane failure mechanism, but for wedge failure, about 10% of the unstable pixels have more one than one wedge failure mechanism. For topple failure, about 21% of the unstable pixels has more than one topple failure mechanisms. The above model results pertaining to the aerial contributions of different failure modes and their respective failure mechanisms in a tabular form can be perused in Annexure III (see the enclosed CD).
While validating the modelled results, it was observed that all the mapped prominent retrogressive deep-seated rockslides (Dp_rs) and 39 out of the 52 mapped shallow translational rockslides (Sh_rs) coincide with pixels modeled to be unstable for certain modes of rock slope failure (Fig. 5.7). The synoptic analysis of kinematical possibility for certain modes of rocks slope failure (Figure 5.7d) suggest that extensive portions of the terrain in Area A are possibly unstable although no rockslides have been mapped in those portions for the period 1968-2007. However, a large proportion of the areas of ‘old and inactive’ landslides of pre-1968 coincide with those possibly unstable slopes where no rockslides in the last four decades have been mapped. 
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Fig. 5.7 Unstable slopes in Area A [based on CartoDEM of 2006, interpolated map of residual friction angles of discontinuities (Fig. 5.4), and DStMs of orientation data according to different failure modes and discontinuity-controlled failure mechanisms in Area A (see Annexure III). (a) Slopes where plane failure is kinematically possible. (b) Slopes where wedge failure is kinematically possible. (c) Slopes where topple failure is kinematically possible. (d) Slopes where at least one failure mode is kinematically possible.
5.4.3
Rock slope instability in Area B

The same procedure performed for the rock slope instability assessment in Area A was also performed in Area B to identify 10 m ( 10 m pixels in the entire study area where certain modes of rock slope failures are kinematically possible and their respective discontinuity-controlled failure mechanisms. For Area B, the DStMs prepared for the structural domains, the raster map of 
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 values, and raster maps of slope and aspect derived from the 10-m resolution CartoDEM of 2006 were used. The results presented in Table 5.6 and Fig. 5.8 can be summarized as follows. There is possibility for any mode of rock slope failure in about 6.5% of Area B (5.9 km2). In the 6.5% of Area B mapped as unstable slopes, wedge failure is kinematically possible in about 60% of those unstable slopes, topple failure is kinematically possible in 28% of those unstable slopes and plane failure is kinematically possible in 12% of those unstable slopes. 
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Fig. 5.8 Unstable slopes in Area B based on CartoDEM, interpolated map of residual friction angles of discontinuities (Figure 5.4), and DStMs of orientation data according to different failure modes and discontinuity-controlled failure mechanisms in Area B (see Annexure III for details). Maps showing kinematic possibility of (a) plane failures, (b) wedge failures, (c) topple failure, and (d) Slopes where at least one failure mode is kinematically possible.

For possibility of plane failure mode, failure mechanism P_Fol provides the highest contribution of about 96% to rock slope instability. Of the six identified possible wedge failure mechanisms, prominent contributions to rock slope instability are provided by failure mechanisms W_J2_J3 (52%), W_Fol_J1 (24%) and W_Fol_J4 (23%). Only eight of the 15 possible topple failure mechanisms could possibly result in topple failures, and the most prominent contribution to rock slope instability is provided by T_J2 (52%). Combining all failure modes together results in about 78% unstable slopes where only one failure mechanism is kinematically possible and in about 22% unstable slopes where more than one failure mechanisms are kinematically possible.
5.4.4.
Evaluation of rock slope instability maps

The GIS-based methodology for rock slope instability assessment described in this Chapter follows deterministic approach to landslide susceptibility modeling, but it considers only the geometrical relationships between topographic slopes and structural discontinuities in rocks to assess binary kinematical possibility of certain modes of slope failures. The rock slope instability assessment maps, therefore, do not represent spatially-varying degrees of likelihood or probability of rockslide occurrence based on a set of known (training) occurrences of rockslides and various causal factors or explanatory variables of rockslides. In addition, according to the discussion in the first two paragraphs in the introduction section of this Chapter (Section 5.1) and according to the relationships of variables depicted in Eqs. 5.1 and 5.2, which form the bases of the kinematical testing of slope failure, each of the rock slope instability maps is actually a map of multivariate factors (or multi-evidence) contributing to both increase in shear stress acting on slopes and decrease of shear strength of slope materials. Because there are several other factors of rockslide occurrence (see next chapter), each of the rock slope instability maps derived from the study presented here is therefore, not a prediction (e.g., probabilistic) map of rockslide occurrence, although they can be used as inputs to predictive mapping of rockslide occurrence (see details in next chapter). Accordingly, the cross-validation method proposed by Chung and Fabbri (1999) using another set of known (testing) landslide occurrences is not suitable for evaluating the rock slope instability assessment maps. Thus, direct application of the area-based cross-validation method of Chung and Fabbri (1999), using both sets of Dp_rs and Sh_rs as testing rockslides, results in somewhat poor prediction rates of at most 46% in Area A and at most 33% in Area B. Proper evaluation of the slope instability models like those proposed in this study involves application of comprehensive spatial datasets containing information about slope instabilities locations of open cracks, release places, and actual failure initiation locations, but not the entire landslide areas. Unfortunately, such required spatial datasets are currently unavailable. 
An alternative way to test the efficacy of a rock slope instability factor (or evidence) map as a predictor of rockslide occurrence is to characterize and quantify the spatial association of that factor (or evidence) map with a rockslide occurrence map. A positive spatial association between a factor (or evidence) map and a landslide occurrence map implies that the factor map is a good predictor of the landslide occurrence map; otherwise, the factor map is a poor predictor of the landslide occurrence map. 
Given that any of our rock slope instability maps (f) is binary and any of rockslide occurrence maps (s) is also binary, we can quantify the spatial correlation between f and s by calculating Yule’s coefficient (Yc) as follows (Fleiss, 1991; Bonham-Carter, 1994):
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where 
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 is area of ‘positive match’ where both factor and landslides are present, 
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 is area of ‘mismatch’ where factor is absent but landslides are present, 
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 is also area of ‘mismatch’ where factor is present but landslides are absent and 
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 is area of ‘negative match’ where both factor and landslides are absent. The Yc ranges in values between -1 and +1, just like the Pearson correlation coefficient. A negative Yc means negative spatial association, whereas a positive Yc means positive spatial association. Note that the value of Yc is based on areal proportions, which are also the bases in spatial conditional probability calculations (Bonham-Carter, 1994). Therefore, in probabilistic terms, a positive Yc implies that a factor of slope instability increases the likelihood of landslide occurrence, whereas a negative Yc implies that a factor of slope instability decreases the likelihood of landslide occurrence.
The values of Yc for each map of slope failure mode (Figs. 5.7a-c and 5.8a-c) calculated against the maps of Sh_rs and Dp_rs are given in Table 5.7. Following the t-test for significance of a correlation coefficient and based on N total number of pixels in each of the two test areas, the calculated values of Yc in Table 5.4 are all significant at 99.9% level. In either Area A or Area B, unstable slopes for plane failure mode have mainly negative spatial associations with known rockslides, implying that, because Yc is related to conditional probability, occurrence of either Sh_rs or Dp_rs in identified unstable slopes for plane failure mode is unlikely. Likewise, in either Area A or Area B, unstable slopes for wedge and topple failure modes have positive spatial associations with either Sh_rs or Dp_rs, implying that, because Yc is related to conditional probability, occurrence of either Sh_rs or Dp_rs in identified unstable slopes for either wedge or topple failure mode is likely. The results also show that unstable slopes have stronger spatial associations with Dp_rs than with Sh_rs, implying that the different sets of structural discontinuities provide stronger structural controls on Dp_rs occurrence than on Sh_rs occurrence. These evaluations of the results are consistent with our field observations of the rockslides in either Area A or Area B.
Table 5.4. Yule’s coefficients of unstable slopes with known rockslides in Areas A and B.
[image: image163.png]Area Unstable slopes Sh_rs Dp_rs
Plane failure slopes -0.047 -0.114
Wedge failure slopes 0.266 0.450

A Topple failure slopes 0.189 0.322
All unstable slopes 0.215 0.387
Plane failure slopes 0.083 -0.122
Wedge failure slopes 0.179 0.205

B Topple failure slopes 0.244 0.308
All unstable slopes 0.216 0.258





5.5. Discussion

The ability of the techniques for spatial assessment of discontinuity-controlled rock slope instability discussed in this chapter to characterize the complexity of a structural setting at certain observation scales depend on density and spatial distribution of available point orientation data of structural discontinuities in rocks. Consequently, the quantity and quality of available point orientation data of structural discontinuities in rocks influence (a) the choice of approach to regionalization of those data into continuous DStMs (or digital structural models) and, consequently, (b) the accuracy of the DStMs. For rock slope instability assessment in small areas (e.g., Area A) where there might be high density and good spatial distribution of point orientation data of structural discontinuities in rocks, spatial interpolation is never completely devoid of any artifact or uncertainty. The DStM does not always replicate local structural variations due to incomplete data as a consequence of poor exposure conditions, thick vegetation and/or overburden cover and poor accessibility in rugged terrains. For rock slope instability assessment in large areas (e.g., Area B), where there might be low density and poor spatial distribution of point orientation data of structural discontinuities in rocks, subdividing the area into smaller structurally-unique domains according to certain structural criteria is intuitive. However, using the mean of point orientation data of structural discontinuities in every structural domain in order to regionalize such data is an unavoidable oversimplification that could render the results to be meaningless. Nevertheless, if in Area B (or in similar large areas) there is high density and good spatial distribution of point orientation data of structural discontinuities in rocks, then delineation of structural domains must still be adopted but the point orientation data must be interpolated as in Area A. Alternatively, probabilistic assessment of discontinuity orientations may be derived from vector statistics of point orientation data, although the main drawback of this is still the validity of a-priori assumption of structural homogeneity. The techniques for creation of DStMs described in this study assume that, in every pixel, discontinuity orientation is invariant. This assumption explicitly oversimplifies our rock slope instability assessments whereas in natural conditions it can be observed that structural discontinuities often either disappear or change in orientation very rapidly. Accurate modeling of such natural conditions, on medium- to small scale however, might be extremely difficult to achieve especially in geo-environments like the Himalayan Fold-thrust belt, where rocks suffer multiple phases of both ductile and brittle deformations.

Regionalization by interpolation of empirically-derived shearing strengths of structural discontinuities (Günther and Thiel, 2009), determined on the basis of proxy joint-condition attributes, also incurs spatial uncertainties that could adversely affect results of rock slope instability assessments. An ideal approach is to obtain large number of in-situ or laboratory test data of shear strength of structural discontinuities at several representative locations in a study area. Obtaining such data for large areas, however, is too costly and extremely time-consuming and, thus, cannot be applied either for timely assessment of rock slope instability. Because carrying out comprehensive geotechnical testing of rock samples for a large study area is also beyond the scope of the present research, an interpolated map of proxy data for shearing strength of joints in rocks was thus, used. This, nonetheless, allowed to (a) perform rock slope instability assessments according to several  possible rock slope failure mechanisms, (b) obtain spatially distributed patterns of kinematically possible discontinuity-controlled slope failure mechanisms in a large area and in a small area and (c) perform multi-temporal analysis of slope instability in a small area.

In both the two test areas (Area A and B), wedge failure is the predominant failure mode followed by toppling and then plane failure, which are consistent with field observations. For wedge failures in both test areas, failure mechanisms W_J2_J3, W_J1_J4 and W_Fol_J1 are the most prominent, which make sense because the respective cutting lines of those structural discontinuities have shallow plunges and, thus, have the maximum possibility of being daylighted in moderate to steep slopes. Where the cutting lines of W_J2_J3, W_J1_J4 and W_Fol_J1 have plunges that are steeper than the residual friction angles, they increase the kinematical possibility of slope failure. According to Woodcock’s (1977), a method of representing fabric shapes of structural orientation data is to plot the ratios of normalized eigenvalues (s1, s2 and s3) of an orientation vector in a log-log paper. K​ is the ratio of 
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 of such orientation vector that represents the gradient of the straight-line radiating from the origin of the log-log plot. If the k-value is less than 1, then it indicates oblate orientation tensors describing girdle distributions, whereas k values more than 1 represents clusters, which are obtained for all sets of model cutting lines except for Fol_J3 and Fol_J4 (k=1.8 and k=2.4 respectively, indicating clustered distributions). This suggests that most wedge failure mechanisms in the study area predicted by the proposed modeling approach produce wedges sliding in widely distributed directions, with the exception of the aforementioned failure mechanisms resulting in wedges mostly sliding to N (Fol_J3, azimuth 1°) and NNW (Fol_J4, azimuth 336°) directions. For topple failures in both test areas, it was found that kinematical possibility of topple failure is not due to shallow-dipping foliation planes alone but due to wedges formed by foliation planes and all sets of joint planes. This finding is realistic because topple failure is likely to occur only in the presence of steeply-dipping structural discontinuities and steeply-plunging cutting lines of at least two types of structural discontinuities (Goodman and Bray, 1976). Thus, in both test areas slope failure is kinematically possible due to steeply-dipping discontinuity surfaces such as J1, J2 and J3, and steeply-plunging cutting lines such as those of T_J1_J2. For plane failures, the failure mechanism involving foliation planes (P_Fol) are the most prominent, which makes sense because foliations in both two test areas are shallow-dipping and, thus, are likely to be daylighted. The realistic findings from the above analyses of kinematical possibility of slope failure indicate the efficacy of the techniques that were applied for slope instability assessments at two different spatial scales, which allow meaningful insights into different possible failure mechanisms that are involved in both shallow translational rockslides and deep-seated rockslides in the entire study area. For example, it seems that, in either of the two test areas, particular sets of structural discontinuities in rocks provide scale-invariant roles in slope instability. Thus, a quantitative assessment of the scale-invariant role of structural discontinuities in slope instability would be a motivation for future study.

Although, rockslides are complex phenomena, the present study considered only one vital factor of rock slope instability. This factor is the geometric relationship between topography, residual friction angles and orientations of structural discontinuities. This consideration was motivated by the belief that many rockslides within the entire study area are discontinuity-controlled because the Himalayan Fold-thrust belt is a tectonically active area, although this motivation does not ignore the fact that many devastating landslide events within the entire study area were triggered by high amounts of rainfall. Therefore, an attempt can be made to develop scenario-based maps of slope instability by using some arbitrary uniform boundary conditions and assumptions of some global saturation conditions (see for details in Annexure III in the enclosed CD). It is acknowledged here that the scenario-based assessment of slope instability is hampered by the fact that a spatially distributed model of groundwater table response to recharge is not available. Therefore, it is acknowledged further that the global assumption of a highly pessimistic scenario (i.e., full saturation) is highly likely only in mostly southerly-facing slopes of the study area because these slopes mostly receive significant amounts of monsoon precipitation coming usually from the south. In addition, although it is plausible that some landslides events within the entire study area were earthquake-triggered, the lack of suitable source data precludes development of scenario-based maps based on a spatially distributed model of dynamic loading due to earthquake triggering. This could, nevertheless, be an important parameter for actual slope instability conditions in a tectonically active geo-environment like the Himalayan Fold-thrust belt. Thus, this could be another motivation for future research.

It is further important to state here that there could be other factors, which are influencing rockslides in the study area such as changing discontinuity conditions, weathering, local slope saturations, and permeability contrasts. Therefore, further investigation of rock mass and discontinuity properties, methods on their regionalization, and incorporation of such information into similar stability models will definitely improve the methods further. In addition, a quantitative multivariate assessment of structural evidence layers could also be an important issue for future research. 

Finally, although the techniques applied in this study follow deterministic approaches to landslide susceptibility modeling, uncertainties in the input data (DEM derivates, structural models, discontinuity shear strengths) have not been considered and probabilistic analyses of slope instability have not been performed 
 ADDIN EN.CITE 
(e.g., Hack et al., 2003; Jaboyedoff et al., 2004; Park et al., 2005)
. Therefore, the slope instability maps (Figs. 5.7, and 5.8) only indicate binary kinematical possibility of rock slope failure(s). Incorporation of uncertainty analysis of both input data and output information as well as probabilistic analysis in a methodology for rock slope instability assessment would, therefore, certainly be a major motivation for the physically-based rock slope failure modeling. Nevertheless, the evaluations of the slope instability maps (Figs. 5.7 and 5.8), which are actually maps of multivariate factors (or evidence) contributing to both increase in shear stress acting on slopes and decrease of shear strength of slope materials but they are not prediction maps of rockslide occurrence, consistently indicate that, in both test areas, structural discontinuities are more important controls on deep-seated rockslides than on shallow translational rockslides. These results are realistic and, therefore, suggest that the different techniques adapted in Area A and in Area B in order to assess discontinuity-controlled rock slope instability are non-trivial and could, therefore, be adapted in data-poor situations.
5.6. Conclusions

· Spatial assessment of rock slope instability relies heavily on density and spatial distribution of point orientation data of structural discontinuities in rocks.
· For small areas where there is usually high density and good spatial distribution of point orientation data of structural discontinuities, good digital structural models can be obtained via spatial interpolation with structural breaklines.

· For large areas where there is usually low density and poor spatial distribution of point orientation data of structural discontinuities, good digital structural models can be obtained by subdividing the area into structural domains according to meaningful structural criteria and by using the mean of point orientation data in every structural domain.
· An interpolated map of empirically-derived residual friction angles (
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) is a useful proxy for a spatially distributed map of shearing strengths of structural discontinuities, which is an important explanatory variable of rock slope instability.
· Within the entire study area
· individual sets of structural discontinuities (i.e., foliation planes and joint sets) in rocks seem to provide scale-invariant roles in rock slope instability,
· the predominant mode of slope failure is wedge failure, followed by topple failure and by plane failure,
· structural discontinuities are more important controls on deep-seated rockslides than on shallow translational rockslides.
· The different techniques adapted in this study in order to assess discontinuity-controlled rock slope instability could be adopted and/or adapted in data-poor situations.
· The slope instability maps obtained in this study are actually maps of multivariate factors contributing to both increase in shear stress acting on slopes and decrease of shear strength of slope materials. They can be used as input maps in probabilistic predictive modeling of landslide susceptibility as shown in the next chapter (chapter 6). 

Chapter 6

Selecting and weighting of spatial factors of landslide susceptibility 

Susceptibility mapping to landslides of a certain type requires integration of only the appropriate spatial factors as input maps. Appropriate spatial factors can be selected by quantifying spatial associations of individual spatial factors with landslides of different types using various empirical spatial association analyses. In addition, susceptibility mapping to landslides is dependent on determination and use of weights of every spatial factor with respect to the other spatial factor in relation to the landslide types under study. Accordingly, this chapter describes “Selecting and weighting spatial predictors for empirical modeling of landslide susceptibility in Darjeeling Himalayas (India)” (Ghosh et al., submitted in Geomorphology), wherein a two-stage bivariate empirical analysis is proposed to quantify spatial associations of individual spatial factors with landsliding of a certain type in order to select the appropriate spatial factors (e.g., slope, aspect, geomorphology, lithology, etc.), which are then weighted by empirically determining the inter-predictor relationships via the analytical hierarchy process (AHP). 
6.1. Introduction

Previous assessments of landslide susceptibility in the Himalayas were mainly based on mapping of morphodynamic processes and related landforms. Their main objective was to understand slope processes for estimating their threat to socio-economic resources 
 ADDIN EN.CITE 
(Kienholz et al., 1983; Peters and Mool, 1983; Vuichard, 1986; Zimmermann et al., 1986; Shroder, 1998)
. The potential sites of such slope instability in the Himalayas are mostly controlled by geomorphology, lithology and structure. With the advent of statistical/mathematical spatial data analysis using GIS, more recent studies of landslide hazards aim to incorporate the vast amount of empirical data obtained thus far in spatial prediction of landslide susceptibility 
 ADDIN EN.CITE 
(Gupta and Joshi, 1990; Pachauri et al., 1998; Gupta et al., 1999; Saha et al., 2002; Kanungo et al., 2006)
.
Predictive modeling of susceptibility to landsliding of type L (SL) aims to make estimate at every location in a study area based on known landslide occurrences. The analysis thus assumes that spatial factors of past landslides are relevant to the occurrence of future landslides. Thus, SL can be defined as a function of relevant spatial factors Xi (i = 1, 2,…,n): 
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If a study area is partitioned into square unit cells (or pixels) for estimating local SL and Xi is categorized into classes Cji (j = 1, 2,…,m), SL can be defined as:
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where for example, 
[image: image169.wmf]ji

aC

 represents predictor weights (i.e., degree of spatial associations) of 
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attributes of Xi spatial factor (or map) with respect to the known occurrences of L-type landslides. 
Published literature indicates that empirical analysis for predictive modeling of SL can be achieved by either bivariate or multivariate analysis. Whereas spatial associations of known landslide occurrences with factors of landslide susceptibility and the inter-relationships among the factors are complex and likely non-linear, methods of bivariate analysis typically model those relationships as linear. In contrast, multivariate analysis, especially those with non-linear functions, are more often employed in predictive modeling of SL for two main reasons. One is that multivariate analysis can model complex associations of spatial variables. The other is that multivariate analysis can simultaneously and automatically select predictors based on the spatial input data. However, some of the predictors selected may not represent genetic processes of landslides being studied (Baeza and Corominas, 2001; van Westen et al., 2008) because of purely statistical or mathematical assumptions used in the multivariate analysis (e.g., independence among predictors with respect to target variables).

There are two other likely reasons why methods of bivariate analysis are less often employed in predictive modeling of SL. One is that the function f in bivariate analysis mainly describes spatial associations of individual Xi factor with known landslides but not the relative importance of each factor. The other is the lack of methodology to select predictors and simultaneously assign predictor weights.

The objective of this study was to propose a methodology involving bivariate analysis to select and weight predictors for predictive modeling of SL. This methodology involves two stages: 1) quantifying spatial associations between individual spatial factors and landslides via bivariate analysis, and 2) using the quantified spatial associations in an analytical hierarchy process (AHP; (Saaty, 1977) to weight predictors. The proposed methodology is applied to the landslide-prone Darjeeling Himalayas (India) using the weighted multi-class index overlay in a GIS (Bonham-Carter, 1994), for medium- to regional-scale predictive modeling of SL. We also showed that the predictors selected and weighted via our proposed methodology are more realistic compared to predictors selected and weighted via a method of multivariate analysis (i.e., logistic regression). 

6.2. Data
Shallow translational landslides are nearly planar failures in the upper few meters of slope materials (regolith including weathered bedrock and unconsolidated scree/colluvium). The failure plane usually corresponds to a pre-existing discontinuity within regolith or to the interface between regolith and bedrock (Fig. 3.2a-b). The frequency of such landslides is generally high in areas with high precipitation rates and/or storm frequencies (Zaruba and Mencl, 1969; Rogers and Selby, 1980), as in the study area (Starkel and Basu, 2000; Starkel, 2004). Shallow landslides occur when the shearing stress along the failure plane exceeds the shearing strength of rock/debris mass (Varnes, 1978). This can be affected by the physical state of slope such as slope gradient, shape, and aspect; orientation of planar/linear discontinuities in rock mass; lithology and degree of weathering; depth to failure surface; hydrology, and land use/cover. Based on this assumption, we included various factors for the GIS-based analysis of susceptibility to shallow landsliding (Table 6.1).
Raster maps of slope, aspect, elevation and curvature were prepared from a 10 m digital elevation model (DEM). This DEM was prepared photogrammetrically using the LPS suite of ERDAS Imagine 9·2 and stereo images of 2·5 m resolution from the IRS (Indian Remote Sensing) P5 Cartosat-1 satellite of 2006. The images were ortho-rectified using 16 ground control points (GCPs) measured with DGPS using the WGS 84 datum and the UTM-45N projection. The computed aspect values ranging from 0o to 359o were discretized into 12 classes using 30o intervals whereas; gradient/slope (o) per each pixel was directly used as a continuous field data. The curvature values ranging from -23.87 to 25 were also discretized into 10 percentile intervals. Negative and positive curvature values represent concave and convex upward slopes, respectively. 

Table 6.1 Data source, methods of preparation/mapping of spatial factors of shallow landslides. Sh_rs = shallow translational rockslides. Db_rs = shallow translational debris slides.
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Topography/ Slope DEM of 10 m x 10 m pixel resolution; automated Sh_rs, -
morphometry Aspect mapping in GIS. Db_rs
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Distance to Interpreted from stereo-pairs of 1:10,000 and Sh_rs, Db _rs
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Despite limited access in the rugged terrain and limited rock exposures, site-specific data of slope materials at 315 locations were collected (Ghosh et al., 2010). Fieldwork was conducted from December to March in 2007, 2008 and 2009 to collect data on landslides including locations, extents, rock and soil types, rock discontinuity types and orientations, soil depth, and weathering degrees. Most visited sites were along roads and footpaths and are reasonably spread over the study area. Incorporating the above field data with the available information and geological maps 
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(Banerji et al., 1980; Acharya, 1989; Searle and Szulc, 2005; Ghoshal et al., 2008)
, interpretative maps of lithology and soil/overburden thickness were prepared. The lithology map represents 13 different rock types and the soil/overburden thickness map has five classes (Figs. 6.1c & 6.1e). The distribution of soil/overburden thickness is controlled by topography and erosion processes. Therefore, it is related to slope morphometry (Dietrich et al., 1986; DeRose et al., 1991). Using landforms as proxies (e.g., Taylor and Eggleton, 2001), a subjective soil/overburden thickness map was first prepared, since those proxies can easily be mapped on 1:25,000 scales using remote sensing data. Then the base map was modified using thickness data obtained in the field. 

The geomorphic features were mapped through visual interpretation of stereo pairs of high-resolution (2.5 m) Cartosat-1 images of Indian Remote Sensing (IRS) Satellite (P5), multispectral LISS 4 images of IRS P6 (5.8 m resolution) draped on the DEM, and stereo pairs of 1:50,000 and 1:10,000 panchromatic air-photos. The results were checked during field investigations. Thirteen different geomorphic landforms were mapped (Fig. 6.1f), which are linked to various geomorphic processes.

The steeply-dipping faults/fractures were also mapped through fieldwork and air-photo interpretation. The mapped faults/fractures were segregated into six 30o-interval classes of trends (NNE to NNW). It is likely that faults/fractures of different trends reflect local stress fields and have unequal controls on landslides (Ghosh and Carranza, 2010). Although the local-scale structural data such as slickensides, mylonitised and cataclastic zones etc., were collected in field, the effects of such structures on rocksliding in the Himalayas are too localized (Weidinger et al., 1996; 2006), for the mapping scale (1:25,000) in this study. Nevertheless, through a separate study, the discontinuity-controlled kinematically unstable slopes were modeled and mapped using deterministic testing of the geometrical relationships between topographic slopes and structural discontinuities in rocks (Ghosh et al., 2010), that were used as a spatial factor in this study.

Concerning hydrological parameters, the digitized perennial streams were classified using Strahler’s (1957) ordering system. The 2nd to 4th order perennial streams (Fig. 6.2a) were only considered because field observations show that 1st order streams cause only limited erosion including shallow landslides. From the DEM, maps of upslope contributing area (Mark, 1988) and the wetness index (Beven and Kirby, 1979) were also derived (Fig. 6.2b-c). The study area was also subdivided into different sub-catchments  by delineating ridge crests, boundaries of high order streams and spur axes using the DEM and adapting the semi-automatic method of Carrara et al. (1991) and then drainage density for each sub-catchment was calculated and used as another hydrologic spatial factor (Fig. 6.2d).
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Fig. 6.1. Maps of some relevant spatial factors of susceptibility to shallow landslides. (a) Slope grid. (b) Aspect grid showing 30(-interval aspect classes. (c) Lithology (slope material). (d) Land-use/cover. (e) Soil/Overburden depth. (f) Geomorphology. 

The land use/cover map for 2004–2006 was prepared through visual interpretation of multispectral LISS 4 images and fused images of LISS 4 and Cartosat 1 and later the interpretations were confirmed during field investigations. The seven different land use/cover classes were identified (Fig. 6.1d) and calibrated for investigating the period 1968–2003. Because the aim of the present study was not to depict temporal changes of landslides due to changes in land use/cover (e.g., Kienholz et al., 1983), land use/cover maps for the older period were not created.
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Fig. 6.2 Various hydrological factor maps of shallow landsliding. (a) Proximity to 2nd – 4th order streams. (b) Upslope contributing area. (c) Wetness index. (d) Drainage density.
Landslide inventory mapping for the past 40 years (1968-2007) indicates that there are three major types of landslides in the study area (Fig. 3.2) -  deep-seated rockslides (hereafter denoted as Dp_rs), shallow translational rockslides (hereafter denoted as Sh_rs) and shallow translational debris slides (hereafter denoted as Db_rs) – having varied spatial and temporal occurrences (Table 3.2). Due to their predominance in the study area, Sh_rs and Db_rs occurrences were used in this study for model calibration, whereas, Dp_rs occurrences were used as validation samples.
6.3. Analytical methods

For predictive modeling of SL, it is important to select and use only the good predictors, which are spatial factors that exhibit positive spatial associations with existing landslides of the type studied. After selection of such predictors, the next step is to objectively determine their inter-predictor weights and then combine the selected predictors with their weights in a suitable susceptibility model. 
6.3.1.
Spatial association analysis for categorical spatial factors

For each class of a categorical factor, the Yule’s coefficient (Yc) (see Eq. 5.3; chapter 5) was used to quantify its spatial association with known occurrence of shallow landslides. Based on calculated values of Yc for every factor, a Landslide Occurrence Favourability Score (LOFS) was calculated per factor class (Table 6.2):
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which numerically represents relative significance of every factor class in terms of susceptibility to occurrence of a particular landslide type in the range of probability values [0,1].
6.3.2.
Spatial association analysis for continuous spatial factors 

The concept of distance distribution analysis (or DDA) for measuring the spatial association between a set of point geo-objects of interest and another set of spatial geo-objects by Berman (1977; 1986) has been introduced and described in section 4.4.1. Instead of point geo-objects of interest, the DDA can also be used for polygonal spatial geo-objects. To determine, if landslides as polygonal objects are associated spatially with a set of spatial features, the graph of D(L) is compared with graph of D(NL) by calculating D statistic (see section 4.4.1).  

Table 6.2. Yule’s coefficients (Yc) and Landslide Occurrence Favourability Score (LOFS) of every categorical factor class with respect to Sh_rs and/or Db_rs.
[image: image176.png]Factor Factor class Sh_rs Db_rs
Ye LOFS Ye LOFS
Aspect NNE -0.112 0 -0.201 0
NE -0.060 0 -0.151 0
ENE 0.081 0.68 -0.210 0
ESE 0.119 1.00 -0.028 0
SE 0.061 0.52 0.040 0.22
SSE 0.043 0.36 0.042 0.24
SSW 0.055 0.46 0.178 1.00
SW 0.041 0.34 0.107 0.60
WSW -0.096 0 0.068 0.38
WNW -0.128 0 -0.047 0
NW -0.177 0 -0.228 0
NNW -0.073 0 -0.175 0
Lithology Scree and weathered regolith (SCR) -0.803 0 0.044 0.09
(slope material) Alluvium mixed with colluvium (COLUALU) -0.529 0 0.144 0.28
Weathered colluvium and debris (WRCOLU) -0.464 0 0.522 1.00
Sheared phyllonite (SHPH) 0.010 0.03 -1.000 0
Fresh gneiss (FRGN) -0.047 0 -0.521 0
Quartzite and phyllite (FRCSCH) 0.044 0.13 -0.624 0
Fresh sandstone (Gondwana) (FRGOND) 0.142 0.41 -1.000 0
Weathered gneiss (WRGN) 0.162 0.47 -0.211 0
Weathered sheared phyllonite (WRSHPH) 0.221 0.64 -0.695 0
Weathered and soft sandstone (Siwaliks) (WRSIWA) 0.234 0.68 -0.093 0
Weathered schists and phyllite (WRSCH) 0.142 0.41 -1.000 0
Weathered and sheared gneiss (Lingtse) (WRSHGN) 0.287 0.84 -0.277 0
Weathered sandstone (Gondwana) (WRGOND) 0.344 1.00 -0.544 0
Geomorphology Intermontane plateau (structural/tectonic) -0.834 0 -1.000 0
(PLATEAU)
Recent alluvial flood plain (depositional - fluvial) -1.000 0 -0.114 0
(ALU)
Colluvial debris fan (depositional - gravitational) -1.000 0 -1.000 0
(FAN)
Lowly dissected intermontane valley -0.485 0 -0.467 0
(fluvial/denudational) (LDISVAL)
Old alluvial terrace (depositional-fluvial) (TERRACE) -0.091 0 0.300 0.71
Flat ridge (RIDGE) -0.476 0 -0.723 0
Mod. dissected intermontane valley -0.245 0 -0.057 0
(fluvial/denudational) (MDISVAL)
Highly dissected intermontane valley 0.006 0.02 -0.192 0
(fluvial/denudational) (HDISVAL)
Scree-laden highly dissected steep slope 0.018 0.07 0.218 0.52
(denudational) (SCHDISVAL)
Alluvial/colluvial terrace and fan (depositional) 0.096 0.36 0.421 1.00
(ALCLFAN)
Fault-related faceted slope (structural/tectonic) -0.168 0.00 -0.586 0
(FACET)
Steep escarpments and denudational niches 0.265 1.00 0.169 0.40
(ENTRVAL)
Deeply entrenched denudational valley (DEEP) 0.247 0.93 0.232 0.55
Land-use/land- Barren and agricultural flat lands (AGRI) -0.530 0 0.182 0.84
cover Tea cultivation (TEA) -0.422 0 -0.243 0
Settlement (SET) -0.149 0 -0.209 0
Thick forest (TF) 0.034 0.09 -0.026 0
Moderately vegetated forest (MF) 0.022 0.06 0.045 0.21
Sparsely vegetated forest (SPF) 0.156 0.42 0.196 0.90
Barren mountain slope (BARREN) 0.374 1 0.217 1
Depth to bedrock 0 - 1 - - -0.420 0
(m) 1-2 - - -0.114 0
2-5 - - 0.404 0.96
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DDA is appropriate for quantifying spatial associations of landslides of certain type (e.g., rockslides) with spatial objects like regional thrusts, faults/fractures, 2nd–4th order streams, proximity to kinematically unstable slopes and old rockslides of pre-1968, etc. However, instead of distance to spatial objects, DDA can be adapted to quantify spatial associations of landslide polygons of a certain type with continuous field data like elevation, slope inclination, wetness index, contributing area upslope, etc. In DDA, the distance to spatial features or the value of continuous field data that corresponds with the highest positive D (or Dmax) represents distance to spatial features or continuous field data with which landslides of a certain type have strongest positive spatial association. A LOFS for every distance to spatial features or continuous field data is thus defined as:
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6.3.3.
Weighting of predictors 

Individual spatial factors can have different degrees of spatial associations with landslides of the type studied. That is intuitive because every spatial factor has a different degree of influence (or weight) on landslide occurrence. However, as landsliding is due to an inter-play of multiple factors, predictive mapping of landslide susceptibility (SL) requires analysis of inter-predictor weights. This analysis can benefit from expert/generic knowledge of causal factors of landslides. However, expert knowledge is subjective and landslide experts are likely to assign different weights to every landslide factor. This section describes how analysis of inter-predictor weights can be made more objective by applying analytical hierarchy process or AHP (Saaty, 1977), whereby pairwise analysis of predictor weights are performed based on the results of quantified spatial associations of individual spatial factors with landslides of the type studied. To determine the relative importance of every predictor of either landslide types (Sh_rs or Db_rs), a predictor rating (PR) for every spatial factor (e.g., for Sh_rs, Table 6.3) based on their spatial association with each landslide type, thus:
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where SA is index of spatial association (either Yc or D) of a spatial factor with a set of landslide type. For each factor the absolute difference between the maximum and minimum SA values is calculated, which is then divided by the lowest absolute difference of all the factors (Table 6.3). By pairwise comparison of PR values of every predictor of landslide occurrence and by using the 9-point pairwise rating scale in AHP (see Saaty, 1977 for details), a matrix of pairwise ratings of relative importance of every predictor can be obtained (Table 6.4). Thus, for example, as predictors of susceptibility to occurrence of Sh_rs, lithology and geomorphology are equally important and are 6× more important than slope or the latter is 1/6× less important than the former (Table 6.4).
Table 6.3 Ratings of predictors (PR) based on indices of spatial associations (SA) of spatial factors with landslide occurrences (for example only the spatial factors of Sh_rs are shown). Value in bold is
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Lithology/slope material -0.803 0.344 1.147 23
Geomorphology -1.000 0.265 1.265 25
Land-use/land-cover -0.530 0.374 0.904 18
Aspect -0.177 0.119 0.296 6
Slope 0 0.28 0.28 6
Elevation 0 0.13 0.13 3
Proximity to NE-trending faults/fractures 0 0.13 0.13 3
Proximity to NNE-trending faults/fractures 0 0.16 0.16 3
Proximity to regional MCT/MBT 0 0.24 0.24 5
Proximity to NNW-trending faults/fractures 0 0.11 0.11 2
Proximity to NW-trending faults/fractures 0 0.15 0.15 3
Proximity to WNW-trending faults/fractures 0 0.06 0.06 1
Proximity to ENE-trending faults/fractures 0 0.05 0.05 1
Presence of and proximity to kinematically 0 0.25 0.25 5
unstable slopes

Proximity to 2nd—4th order streams 0 0.09 0.09 2
Proximity to road 0 0.06 0.06 1
Upslope contributing area 0 0.13 0.13 3
Curvature -0.103 0.156 0.259 5
Wetness 0 0.05 0.05 1
Drainage density 0 0.08 0.08 2
Presence of and proximity to old rockslides (pre-1968) 0 0.4 0.4 8





After obtaining a matrix of pairwise ratings of relative importance of every predictor, the next step is to estimate the eigenvectors of the matrix (Boroushaki and Malczewski, 2008). Reasonable estimates of eigenvectors of the pairwise rating matrix can be obtained by normalizing the pairwise ratings down each column. That is, for example in Table 6.4, each pairwise importance rating in a column is divided by the sum of pairwise importance ratings in that column. This procedure is repeated for all columns in the matrix of pairwise importance ratings to obtain the eigenvectors of the matrix (Table 6.5). Then, a fractional predictor weight is obtained by averaging the eigenvectors across a row (Table 6.5). The sum of fractional predictor weights is approximately equal to 1, which reflects approximately 100% of the explained variances of the eigenvectors of the matrix. Each of the fractional predictor weights can be converted into an integer predictor weight by dividing each of the fractional predictor weights by the smallest fractional predictor weight and then by rounding-off decimals of every quotient to nearest ones (Table 6.5). Note that each of predictor weight in Table 6.5 relates to 
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 in Eq. (6.2). 
The consistency of predictors weights derived via the AHP must be checked first by determining the consistency of the matrix of pairwise importance ratings, which was obtained through interpretation of relative importance of every predictor. A matrix is consistent if every value across each row is a multiple of every other value in the other rows. This is not the case of the matrix in Table 6.4, signifying that some degree of inconsistency exists among the pairwise importance ratings assigned to predictors of Sh_rs occurrence. The consistency of an n×n matrix (n = number of predictors) of pairwise importance ratings is determined by estimating consistency vectors (CV) of pairwise importance ratings, which are used to determine the consistency index (CI) and consistency ratio (CR) of that matrix. Details of procedures to estimate CV, CI and CR are not described here, but readers are referred to Saaty (1977) or Carranza (Carranza, 2008) for details. The CR is the ratio of CI to random inconsistency index (RI) of an n×n matrix of randomly generated pairwise importance ratings (Saaty, 1977). A CR of >0.1 (i.e., >10% of RI) indicates that a pairwise comparison matrix has a level of inconsistency that is unacceptable, meaning that pairwise importance ratings must be re-evaluated to obtain usable (i.e., meaningful) predictor weights. The results in Table 6.6 show that (a) inconsistencies among pairwise ratings of predictors of susceptibility to occurrence of Sh_rs (Table 6.4) are minor and (b) estimated fractional (or integer) weights of predictors of susceptibility to occurrence of Sh_rs (Table 6.5) are consistent. 
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6.4. Predictive models of landslide susceptibility
6.4.1.
Weighted multi-class index overlay model using pre-selected predictors

Based on the spatial association analyses and the derived integer predictor weights derived via AHP (Tables 6.3–6.7), 14 out of 21 identified spatial factors of shallow translational landslides can be used as predictors of susceptibility to Sh_rs occurrence in the study area (Table 6.7). Likewise, 12 out 22 identified spatial factors of shallow translational debris slides can be used as predictors of susceptibility to Db_rs occurrence in the study area (Table 6.7).
Table 6.7 Generic factors of shallow translational landslides and selected predictors of susceptibility to Sh_rs and Db_rs occurrence in the study area. Numerical values in bold within brackets are AHP integer weights of the selected predictors of susceptibility to the occurrence of Sh_rs and Db_rs (For Sh_rs, also Table 6.5).
[image: image187.png]Table 8. Generic factors of shallow translational landslides and selected predictors of susceptibility to Sh_rs and Db _rs occurrence in the

study area. Values in bold within brackets are AHP integer weights of the selected predictors of susceptibility to the occurrence of Sh_rs

and Db_rs (For Sh_rs, also see Table 6).

Factor theme Factor Predictors of susceptibility to shallow translational
landsliding
Sh_rs Db_rs
Lithology/geo-Lithology Lithology (20) Lithology (15)

morphology

Geomorphology
Soil/overburden thickness

Geomorphology (21)

Geomorphology (15)
Soil/overburden thickness
(11)

Land-use/ Land-cover Land-use/land-cover (16) Land-use/land-cover (8)
land-cover  Proximity to road - -
Topography/ Slope Slope (7) Slope (2)
morphometry Aspect Aspect (7) Aspect (7)
Elevation Elevation (3) Elevation (3)
Curvature Curvature (6) -
Geological Presence of and proximity Presence of and proximity -
structures to kinematically unstable to kinematically unstable
slopes slopes (6)
Proximity to Proximity to NE-trending -
NE-trending faults/fractures (3)
faults/fractures
Proximity to Proximity to NNE-trending -
NNE-trending faults/fractures (3)
faults/fractures
Proximity to - Proximity to NNW-trending
NNW-trending faults/fractures (3)
faults/fractures
Proximity to NW-trending Proximity to NW-trending -
faults/fractures faults/fractures (3)
Proximity to ENE-trending - -
faults/fractures
Proximity to WNW- - Proximity to WNW-trending
trending faults/fractures faults/fractures (3)
Proximity to major Proximity to major Proximity to major
thrusts (MCT/MBT) thrusts (MCT/MBT) (6) thrusts (MCT/MBT) (3)
Hydrology Proximity to 2nd-4th - Proximity to 2nd-4th order

Old rockslides
(pre-1968)

order streams
Wetness index
Upslope contributing area

Drainage density
Presence of and proximity
to old rockslides (pre-
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To integrate the selected predictors of each type of shallow landsliding, the weighted multi-class index overlay method (Bonham-Carter, 1994) was applied. In each of the i-th (i = 1,…,n number of) predictor maps, each of the j-th (j = 1,…,k number of) predictor classes is assigned a LOFS obtained via spatial association analysis (Eq. (6.3) and Eq. (8)). Every i-th predictor map is assigned an integer predictor weight, Wi, obtained via AHP (e.g., Table 5). Weighted predictor maps are then combined using the following equation, which calculates an average weighted score (
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) for every location (Bonham-Carter, 1994):
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The output map of 
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 is a predictive model of susceptibility to occurrence of each type of shallow translational landslides under examination in the area. Note that, in Eq. (6.9), the product of LOFSji(Wi represents in 
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in Eq. (6.2). To show the usefulness of the proposed  methodology, three different models – Model-1 (using selected and weighted spatial predictors), Model-2 (using selected but un-weighted spatial predictors) and Model-3 (using all relevant spatial factors as predictors with their respective weights) of susceptibility to occurrence of Sh_rs and to occurrence of Db_rs are developed (Fig. 6.3).
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Fig. 6.3.
Schematic flow diagram showing data, processes and steps for developing 4 different models of susceptibility to shallow landsliding.
6.4.2.
Logistic regression model using all identified/mapped spatial factors
Logistic regression (LR) is a method for multivariate analysis of spatial association between target and predictor variables. LR was used to derive predictive maps (Model-4) of susceptibility to Sh_rs and to Db_rs occurrence because it is appropriate when the target variable is dichotomous (e.g., landslide occurrence score, LOS, depicting presence or absence of landslide). The LR predictive model of susceptibility to shallow translational landslide occurrence can be defined as (Hosmer and Lomeshow, 2000):
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where 
[image: image194.wmf]i

LOS

 is predicted landslide occurrence score or the probability of landslide occurrence at every i-th pixel, b0 is a constant, b is coefficient of individual predictor variables (
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 in Eq. (6.2).

To calibrate the LR model (Model-4), the centroids (each of 10 m × 10 m pixel size) of 1968–2003 shallow landslides polygons (584 for Sh_rs and 206 for Db_rs) were used as landslide-bearing grid-cells because, among locations mapped within a landslide, they have the least uncertainty of being within a landslide (Dai and Lee, 2002). To each landslide-polygon centroid, LOS = 1 was assigned. For un-biased selection of non-landslide locations (each assigned LOS = 0), three criteria (Carranza, 2008) were examined. First, the number of non-landslide locations (LOS = 0) is equal to the number of landslide locations (LOS = 1) because LR is optimal if equal number of ‘zeros’ and ‘ones’ are used (Schill et al., 1993). Second, non-landslide locations are sufficiently distal to landslide locations so that dissimilar multivariate spatial data signatures are obtained for locations with LOS of 0 and 1. Third, in contrast to landslide locations, which usually exhibit clustered distribution, non-landslide locations must be randomly-distributed. To satisfy the second criterion, a point pattern analysis (Boots and Getis, 1988) applied to the landslide-polygon centroids reveals that that non-landslide locations are to be selected at least 200 m away from existing landslides. To satisfy the third criterion, a point pattern analysis (Boots and Getis, 1988) was further applied to the randomly-selected non-landslide locations to evaluate the degree of spatial randomness of non-landslide locations for both landslide types.

For representation of predictors based on categorical factors (e.g., aspect, geology, geomorphology etc.), dummy binary values were assigned according to the method of data representation proposed by Chung et al. (1995). Since some of the factor maps represent distances to objects (e.g., faults/fractures, streams, old rockslides, kinematically unstable slopes) and each having ten percentile proximity classes, representing them as ten different categories/classes per factor results in a large number of predictor variables that increases the chances of redundancy in LR. Thus, the number of classes of those proximity factor maps was reduced to three (‘low’, ‘moderate’ and ‘high’). The distance limits for the 3-class proximity maps are based on our field observations about their spatial associations with certain spatial features (Table 6.9). For predictors based on continuous field data (e.g., slope, elevation, upslope area contributing, wetness index), map values are directly used as input to LR.

Backward stepwise approach to LR was applied, which starts with all input predictors and ends with only statistically significant predictors that contribute to the prediction or classification. In order to compare statistically significant predictors with those selected via bivariate spatial association analyses, in the backward stepwise LR model, b0 was forced to zero. However, because LR coefficients are non-linear weights, they cannot be compared with predictor weights derived via the linear methods of bivariate spatial association analyses.

6.4.3.
Model evaluation

Each of the four predictive SL models (Model-1 to Model-4) was evaluated by calculating and graphing of success and prediction rates (Chung and Fabbri, 1999) based on the calibration landslides of 1968–2003 and validation landslides of 2004–2007, respectively. Each of the models was also evaluated by calculating and graphing of prediction rates against a different type of landslides (e.g., Sh_rs predictive model versus Db_rs) to test some degree of similarity in landsliding processes, but not to indicate that predictive model of susceptibility to a particular landslide type would predict occurrences of another landslide type. Further, the performance of all predictive SL models were evaluated by calculating and graphing of receiver operating characteristics (ROC) (Fawcett, 2006; Frattini et al., 2010). Since both of the above methods for empirical model evaluation (success and prediction rates; ROC) are cutoff-independent, they are suitable for evaluating the performance of predictive models that use arbitrary selection of classification cutoffs (e.g., in LR model, by default cutoff used as 0.5) (Frattini et al., 2010).

6.5. Results 
6.5.1.
Spatial association analysis for categorical spatial factors
The results of the spatial association analyses for categorical spatial factors are presented in Table 6.2. For slope aspect, the south-facing slopes have positive spatial associations with both types of shallow landslides. This is because in the study area the south-facing slopes compared to north-facing slopes, have steeper inclinations and receive higher amounts of rainfall coming from the south during monsoons. Due to the tectonic setting of the Himalayan thrust fronts, south-facing slopes exhibit more landslide activity (Fig. 3.4). Slope aspect is, thus, an important predictor of susceptibility to shallow translational landsliding in the area.

Compared to slopes with convex profiles (with positive curvature values), those with concave ones (negative curvature values) have a higher degree of positive spatial association for both types of shallow landslides because landslides in the areas are characterized by depletion zones upslope and accumulation areas down slope (Fig. 3.2). 

Lithological units with weathered bedrock and less-competent clastic rocks have strong positive spatial associations with shallow rockslides (Sh_rs) but have negative spatial associations with shallow debris slides (Db_rs) (Table 6.2). For weathered colluvium/debris and scree/weathered regolith the situation is reverse (Table 6.2). Lithology is, thus, an important predictor of susceptibility to occurrence of both types of shallow landslides in the area 
 ADDIN EN.CITE 
(e.g., Peters and Mool, 1983; Anbalagan, 1992; Weidinger et al., 1996; Weidinger, 2007)
.

Landforms like deeply entrenched valleys, steep scarps, highly dissected intermontane valleys and denudational niches have strong positive spatial associations with Sh (Table 6.2). Strong positive spatial associations of alluvial/colluvial terraces and fans with shallow rockslides are due to the fact that the accumulation zones are located on these gentler slopes. Alluvial/colluvial terraces and fans, old terrace deposits, deeply entrenched valleys and scree-laden highly dissected steep slopes also have strong positive spatial associations with shallow debris slides (Db_rs) (Table 6.2). Strong positive spatial associations of deeply entrenched valleys, steep escarpments and denudational niches with Db are due to the presence of debris of old rockslides 
 ADDIN EN.CITE 
(Anbalagan, 1992; Shroder and Bishop, 1998; Weidinger and Korup, 2009; Korup et al., 2010)
. Geomorphology is, thus, an important predictor of susceptibility to occurrence of both types of shallow translational landslides in the area 
 ADDIN EN.CITE 
(e.g., Burbank et al., 1996; Wesnousky et al., 1999; Gabet et al., 2010)
.

Moderately to sparsely vegetated forests and barren slopes have positive spatial associations with both types of shallow landslides (Table 6.2). That is because lack of vegetation reduces the shear strength of slope materials, facilitates penetration of surface runoff and increases hydrostatic pressure in slope material 
 ADDIN EN.CITE 
(Swanson and Dyrness, 1975; Wu and Swanston, 1980; Ives and Messerli, 1989)
. Barren and agricultural lands also have positive spatial associations with shallow debris slides (Db_rs). This is due to fact that compared to Sh_rs, Db_rs occurs at gentle to flatter slopes. Thus, land use/cover forms an important predictor of susceptibility to occurrence of both types of shallow translational landslides in the area 
 ADDIN EN.CITE 
(e.g., Peters and Mool, 1983; Begueria, 2006)
.

Areas with soil/overburden thickness larger than 2 m have strong positive spatial associations with debris slides (Db_rs), whereas those with thin soil cover have negative spatial associations with Db_rs (Table 6.2) whereas those areas are related to rockslides. Therefore, soil/overburden thickness is an important predictor of susceptibility to occurrence of shallow debris slides in the area 
 ADDIN EN.CITE 
(Anbalagan, 1992; Ghoshal et al., 2008; Ghosh et al., 2009a)
.

6.5.2.
Spatial association analysis for continuous spatial factors
Fig. 6.4 presents some examples of the results of the distance distribution analysis (DDA) using continuous spatial factors. Most shallow landslides (of both Sh_rs and Db_rs types) are present on 22º–34º slopes, where there is a 24–28% higher likelihood of Sh occurrence (Fig. 6.4a) and 10–11% higher likelihood of Db_rs occurrence (Fig. 6.4b). DDA analysis further indicates that most rockslides occurred at elevations between 532 m and 1532 m, where there is an 11–13% higher likelihood of Sh occurrence whereas most debris slides are present between 590 m and 1260 m, where there is a 6–11% higher likelihood of Db occurrences. The fact that most debris slides are present at relatively lower elevations than most rockslides suggests that the former are likely developed within the accumulation zones that are present down slope of the depletion zones of rockslides.    

The regional thrusts such as MCT and MBT have positive spatial associations with either type of shallow landslides (Figs. 6.4c-d). Within 2400 m of these regional thrusts, there is at least 24% higher likelihood of Sh_rs (Fig. 6.4c). Within 1600 m of those regional thrusts, there is at least 20% higher likelihood of Db_rs (Fig. 6.4d). These results are meaningful because, in a structurally complex terrain like the Himalayan FTB, proximity to regional discontinuities such as MCT and MBT are inherent structural controls on landslides. Thus, proximity to MCT/MBT can be used as a predictor of susceptibility to occurrence of either Sh_rs or Db_rs in the area 
 ADDIN EN.CITE 
(Anbalagan, 1992; Gupta, 2005; Anbarasu et al., 2010; Ghosh and Carranza, 2010)
.

The spatial association analyses of proximity to different faults/fractures show that NNE-, NE- and NW-trending faults/fractures have strong positive spatial associations with shallow rockslides (Sh_rs), whereas NNW-, WNW- and NW-trending faults/fractures have strong positive spatial associations with shallow debris slides (Db_rs) (e.g., Figs. 6.4e-f). The strong positive spatial associations of Sh_rs with NNE- and NE-trending faults/fractures can be explained by the presence of several sympathetic faults/fractures sub-parallel to the general NE trend of MCT and MBT, which are inherent structural controls on geomorphic processes in the area. The strong positive spatial association of Sh_rs with NW-trending faults/fractures is likely due to some prominent NW-trending faults/fractures that form oblique angles with the MCT and MBT. The positive spatial association of Db_rs with northwesterly trending faults/fractures can be explained by the fact that many Db_rs are the products of landslide reactivation as they occur at the toes of the shallow rockslide occurrences 
 ADDIN EN.CITE 
(Anbalagan, 1992; Shroder, 1998; Weidinger and Korup, 2009)
, which are associated spatially with NW-trending faults/fractures. Thus, different sets of faults/fractures, according to their trends, have different degrees of spatial association with the landslides under study (Ghosh and Carranza, 2010).
Within 150 m of 2nd–4th order streams, there is only 9% higher likelihood of Sh_rs whereas within 70 m of 2nd–4th order streams, there is about 19% higher likelihood of Db_rs occurrence than would be expected due to chance (Figs. 6.4g-h). These results are consistent with earlier results that most Db_rs are present at relatively lower elevations than most Sh_rs and are more proximal to 2nd–4th order streams. Although, compared to the proximity to streams, other hydrologic factors such as wetness index, contributing area upslope and drainage density have weak spatial associations with both types of shallow landslides. 

Some rockslides (Sh_rs) and debris slides (Db_rs) in the area occurred along or close to the national highway (NH-55) and railway track as well as along other roads. However, the results of spatial association analysis show that occurrences of either Sh_rs or Db_rs mainly have weak positive spatial associations with roads because we had to consider the entire map area for the present spatial association analysis. Although, it never rules out the fact that proximity to road cuts in mountainous terrain increases the susceptibility to landsliding.

Within old rockslides and within 90 m and 155 m of those spatial features, 72% of Sh_rs and 65% of Db_rs are present, respectively, and there exists chances of 42% higher likelihood of Sh_rs and 25% higher likelihood of Db_rs. Similarly, kinematically unstable slopes have strong positive spatial association with either Sh_rs or Db_rs. Within kinematically unstable slopes and within 100 m of those spatial features, about 84% of Sh are present and there exists chances of 24% higher likelihood of Sh_rs. Within kinematically unstable slopes and within 137 m of those spatial features, about 87% of Db_rs are present and there exists chances of 17% higher likelihood of Db_rs. Therefore, presence of and proximity to either old rockslides or kinematically unstable slopes are good predictors of susceptibility to shallow translational landsliding in the area.
For consulting the illustrations related to the results of DDA of other continuous spatial factors, Annexure IV in the enclosed CD may be perused. 

6.5.3.
Weighting of spatial factors
Table 6.3 shows the results of quantified spatial association in the form of predictor rating (PR) of all the predictors used for determination of pairwise ratings of relative importance (Table 6.4) using the 9-point pairwise rating scale in AHP (see Saaty, 1977 for details). The fractional weights for all the identified 22 spatial factors are obtained (Table 6.5), the sum of which equals to 1 explaining that approximately 100% of the explained variances are satisfied in the AHP pairwise importance rating matrix prepared by using PR. The integer weights of the important and selected predictors of susceptibility to both Sh_rs and Db_rs obtained using AHP as shown in Tables 6.4 & 6.5. The consistency ratio of AHP weights obtained so far, was below 0.1 (Table 6.6), indicating that (a) inconsistencies among pairwise ratings of predictors of susceptibility to occurrence of Sh_rs and Db_rs are minor and (b) estimated fractional (or integer) weights of predictors of susceptibility to occurrence of either Sh_rs or Db_rs are consistent. 
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Fig. 6.4. Cumulative relative frequencies of topographic gradient/slope and distances from major thrusts, faults/fractures and other linear features at Sh and Db locations and at non-landslide locations. (a) Spatial association of topographic gradient/slope at Sh and non-Sh locations. (b) Spatial association of topographic gradient/slope with Db and non-Db locations. (c) Spatial association of MCT and MBT with Sh and non-Sh locations. (d) Spatial association of MCT and MBT with Db and non-Db locations. (e) Spatial association of NW-trending faults/fractures with Sh and non-Sh locations. (f) Spatial association of NW-trending faults/fractures with Db and non-Db locations. (g) Spatial association of 2nd–4th order streams with Sh and non-Sh locations. (h) Spatial association of 2nd–4th order stream with Db and non-Db locations. 

6.5.4.
Predictive modeling of susceptibility

6.5.4.1.
Predictive models of susceptibility to shallow translational rockslides (Sh_rs)

Model-1 of susceptibility to Sh_rs occurrence (i.e., based on 14 selected and weighted predictors; Table 6.7) has 79% success rate (Fig. 6.5a) and 91% prediction rate (Fig. 6.5c) based on 30% of the study area with the highest values of
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. Model-1 has a prediction rate of 89% against Dp_rs occurrences in 30% of the study area with highest values of 
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 (Fig. 6.5e), suggesting that the 14 selected and weighted predictors of Sh_rs are relevant for predictive modeling of susceptibility to occurrence of deep-seated rockslides. However, Model-1 has a poor prediction rate (54%, based on 30% of the study area with highest values of
[image: image202.wmf]S

) against Db_rs occurrences (Fig. 6.5g), indicating that the spatial factors of Sh_rs occurrence and their inter-predictor weights are strongly different from those of Db_rs occurrence. This illustrates that predictive modeling of SL must be specific to a landslide type, or that landslides of strongly different types must not be used for predictive modeling of SL.
Model-2 of susceptibility to Sh_rs occurrence (i.e., based on 14 selected but un-weighted predictors) has 71% success rate (Fig. 6.5a) and 83% prediction rate (Fig. 6.5c) based on 30% of the study area with highest values of
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. Model-2 has a prediction rate 64% against Dp_rs occurrences in 30% of the study area with highest values of 
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 (Fig. 6.5e). Thus, Model-2 does not outperform Model-1, indicating that different degrees of influence of individual spatial factors on landslide occurrence must be quantified for predictive modeling of SL. Model-3 has 77% success rate (Fig. 6.5a) and 90% prediction rate (Fig. 6.5c) against calibration and validation Sh_rs, respectively, and 87% prediction rate against Dp_rs (Fig. 6.5e) based on 30% of the study area with highest values of
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. Thus, Model-3 does not outperform Model-1, indicating that using all identifiable spatial factors of landslide occurrence undermines predictive modeling of SL.
Model-4 of susceptibility to Sh_rs occurrence has an overall 92.6% goodness-of-fit with calibration Sh_rs (Table 6.8). Out of 69 input predictors, 45 predictors contribute significantly to Model-4 (Table 6.9). Based on 30% of the study area with the highest values of 
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LOS

, Model-4 has, compared to Model-1,  a higher success rate (87%, Fig. 6.5a) against calibration Sh_rs, but has a slightly lower prediction rate (89%, Fig. 6.5c) against validation Sh_rs and a substantially lower prediction rate (79%, Fig. 6.5e) against Dp_rs. These results indicate that LR modeling of SL allows better goodness-of-fit between predictors and calibration landslides but does guarantee higher prediction rates against validation landslides. Moreover, compared to Model-1, Model-4 has very poor prediction rate (34%) against Db_rs, indicating further that predictive modeling of SL must be specific to a landslide type.
Table 6.8 Results of model calibration of Model-4 (LR) for susceptibility to Sh_rs and Db_rs
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The results of ROC analyses (Figs. 6.5b,d,f,h) are statistically significant and show low levels of estimated model error. The lower ROC areas for Model-2 (0.762) and Model-3 (0.598), compared to Model-1 (0.802) (Fig. 6.5b), show that predictive modeling of SL based on selected and weighted predictors (Model-1) results in higher sensitivity (true positive rate) than based on selected but un-weighted predictors (Model-2) and on all identifiable spatial factors (Model-3). ROC analyses based on validation Sh_rs (Fig. 6.5d) and on Dp_rs (Fig. 6.5f), indicate that the sensitivities or true positive rates of Model-1 and Model-4 are much higher than those of Model-2 and Model-3. With respect to Dp_rs, the ROC areas for Model-2 (0.743) and Model-3 (0.527), compared to that of Model-1 (0.855), suggest that the predictors used to derive Model-1 would be useful in predictive modeling of susceptibility to Dp_rs occurrence in the area. The ROC analyses of Model-1, Model-2 and Model-3 with respect to Db_rs occurrences show low sensitivities, suggesting that Db_rs is strongly dissimilar to Sh_rs and Dp_rs and that predictive modeling of susceptibility to Db_rs occurrence will not benefit from using predictors of susceptibility to either Sh_rs or Dp_rs occurrence.
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Fig. 6.5 Success rate, prediction rate and ROC curves for different predictive models (Model-1 to Model-4) of susceptibility to shallow rocksliding. The validation and goodness-of-model-fitting curves were calculated based on (a-b) calibration Sh_rs (1968-2003), (c-d) validation Sh_rs (2004-2007), (e-f) validation deep-seated rockslides of 1968-2007 (Dp_rs) and (g-h) validation shallow debris slides of 1968-2007 (Db_rs). The plots in (a) represent success rate curves of four predictive models and the plots in (c), (e) and (g) represent prediction rate curves for four predictive models. The corresponding ROC curves are shown at (b), (d), (f) and (h) respectively.  

Tables 6.7 and 6.9 illustrate the inconsistencies among the predictors selected to derive Model-1 and Model-4 of susceptibility to Sh_rs occurrence. For slope aspect, LR modeling selected and assigned highest weight for NNE-facing slopes, whereas our field observations and bivariate spatial association analysis indicate that this particular aspect class exhibits negative spatial association with Sh_rs. For lithology, LR modeling selected 11 out of 13 input predictors, whereas bivariate spatial association analyses indicate three predictors consisting of mainly weathered lithology (i.e., WRSHGN, WRSIWA, and WRSHPH). For geomorphology, LR modeling selected HDISVAL, LDISVAL, MDISVAL and RIDGE (Table 6.9), but the bivariate spatial association analyses show that these spatial factors lack spatial association with Sh_rs. Nevertheless, LR modeling and bivariate spatial association analyses resulted in selection of similar predictors such as slope, elevation, land-use/land-cover, proximity to old rockslides (pre-1968) and proximity to some sets of structures. However, unlike the proposed methodology (i.e., Model-1), LR modeling (Model-4) did not select proximity to kinematically unstable slopes as a predictor of susceptibility to Sh_rs occurrence.
Finally, by classifying the output 
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 values in Model-1 into four categories – very high, high, moderate and low – based on the difference between prediction and success rate curves (Fig. 6.6a), the qualitative Sh_rs susceptibility map (Fig. 6.6b) was prepared. Areas with very high and high susceptibility to Sh_rs occurrence based on Model-1 contain 79% of 1968–2003 Sh_rs (calibration set) and 91 % of 2004–2007 Sh_rs (validation set). Areas with very high and high susceptibility to Sh_rs occurrence contain 90% of Dp_rs in the area, suggesting that the predictors to Sh_rs are equally relevant to Dp_rs occurrence in the area. Similarly, by classifying the output 
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 values in Model-4 into four classes based on the difference between the prediction and success rate curves (Fig. 6.6c), we prepared a qualitative Sh_rs susceptibility map (Fig. 6.6d). Areas with very high and high susceptibility to Sh_rs occurrence based on Model-4 contain 87% of calibration Sh_rs, 89% of validation Sh_rs and 79% of Dp_rs occurrences in the area.

6.5.4.2.
Predictive models of susceptibility to shallow translational debris slides (Db_rs)
Model-1 of susceptibility to Db_rs occurrence (i.e., based on 12 selected and weighted predictors; Table 6.7) has 84% success rate (Fig. 6.7a) and 95% prediction rate (Fig. 6.7c) based on 30% of the study area with highest values of
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. Model-1 has poor prediction rates of 68% and 54% against Dp_rs occurrences (Fig. 6.7e) and Sh_rs occurrences (Fig. 6.7g) based on 30% of the study area with highest values of 
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, indicating that the spatial factors of susceptibility to Db_rs occurrence are strongly different from those of Dp_rs and Sh_rs occurrences. This illustrates that predictive modeling of SL must be specific to a landslide type, or that landslides of strongly different types must not be used for predictive modeling of SL.

Model-2 of susceptibility to Db_rs occurrence (i.e., based on 12 selected but un-weighted predictors) has 82% success rate (Fig. 6.7a) and 95% prediction rate (Fig. 6.7c) based on 30% of the study area with highest values of
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. Thus, Model-2 does not outperform Model-1, indicating that different degrees of influence of individual spatial factors on landslide occurrence must be quantified for predictive modeling of SL. Model-3 has 84% success rate (Fig. 6.7a) and 96% prediction rate (Fig. 6.7c) against calibration and validation Sh_rs, respectively, and 64% prediction rate against Dp_rs (Fig. 6.7e) based on 30% of the study area with highest values of
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. Thus, Model-3 does not outperform Model-1, indicating that using all identifiable spatial factors of landslide occurrence undermines predictive modeling of SL.
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Table 6.9 Generic factors of shallow translational landslides and selected predictors of susceptibility to Sh_rs and Db_rs occurrence in the study area. (For Sh_rs, also Table 6.5).
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Fig. 6.7. Success rate, prediction rate and ROC curves for different predictive models (Model-1 to Model-4) of susceptibility to shallow debris sliding. The validation and goodness-of-model-fitting curves were calculated based on (a-b) calibration Db_rs (1968-2003), (c-d) validation Db_rs (2004-2007), (e-f) validation deep-seated rockslides of 1968-2007 (Dp_rs) and (g-h) validation shallow rock slides of 1968-2007 (Sh_rs). The corresponding ROC curves are shown in (b), (d), (f) and (h) respectively.
Model-4 of susceptibility to Db_rs occurrence has an overall 86.7% goodness-of-fit with calibration Db_rs (Table 6.8). Out of 72 input predictors, 19 predictors contribute significantly to Model-4 (Table 6.9). Based on 30% of the study area with the highest values of 
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, Model-4 has, compared to Model-1, a slightly lower success rate (81%, Fig. 6.7a) against calibration Db_rs and a much lower prediction rate (86%, Fig. 6.7c) against validation Db_rs and an extremely lower prediction rate (~25%, Fig. 6.7e) against Dp_rs. These results indicate that LR modeling of SL provides for satisfactory goodness-of-fit between predictors and calibration landslides but does less satisfactory prediction rates against validation landslides. Moreover, compared to Model-1, Model-4 has also has lower prediction rates against validation Dp_rs and Sh_rs occurrences, indicating further that predictive modeling of SL must be specific to a landslide type.

The results of ROC analyses Fig. 6.7 are statistically significant and show low levels of estimated model error. The lower ROC areas for Model-2 and Model-3, compared to Model-1 (Figs. 6.7b,d), show that predictive modeling of SL based on selected and weighted predictors (Model-1) results in higher sensitivities (true positive rates) than those based on selected but un-weighted predictors (Model-2) and on all identifiable spatial factors (Model-3). Results of ROC analyses based on validation Db_rs show that the sensitivity or true positive rate of Model-4 is slightly lower than that of Model-1 (Fig. 6.7b and Fig. 6.7d). This goes to show that, with respect to Db_rs, our proposed methodology for selection and weighting of predictors outperforms the LR algorithm for selection and weighting of predictors. Figs. 6.7f and 6.7h further show that the four predictive models of susceptibility to Db_rs have low ROC areas with respect to landslides of dissimilar types (Dp_rs and Sh_rs). This illustrates that predictive modeling of SL must be specific to a landslide type, or that landslides of strongly different types must not be used for predictive modeling of SL.
Tables 6.7 and 6.9 illustrate the inconsistencies among the predictors selected to derive Model-1 and Model-4 of susceptibility to Db_rs occurrence. For slope aspect, LR modeling selected only SSW-facing slopes, whereas bivariate spatial association analyses indicate that Db_rs occurrences have positive spatial associations with SW-, SSW-, SE- and SSE-facing slopes. For geomorphology, LR modeling did not select old terraces, screes and scarps, although these units exhibit positive spatial associations with Db_rs occurrence. For land-use/land-cover, LR modeling did not select agricultural areas, sparse forests and barren slopes although these units exhibit positive spatial associations with Db_rs occurrence. LR modeling shows that proximity to WNW-trending faults/fractures is the main structural factor of Db_rs occurrence, but our proposed methodology of selecting and weighting predictors based on bivariate spatial association analysis shows that proximity to NNW- and NW-trending faults/fractures are also important structural factors of Db_rs occurrence. Nevertheless, LR modeling and bivariate spatial association analyses were more-or-less consistent in terms of selecting lithology as predictor and in terms of not selecting elevation and proximity to old rockslides (pre-1968) as predictors of Db_rs occurrence. However, it can be observed that predictors selected in LR modeling of susceptibility to Db_rs occurrence are less realistic than those selected via bivariate spatial association analysis.
Finally, by classifying the output 
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 values in Model-1 into four categories – very high, high, moderate and low – based on the difference between prediction and success rate curves (Fig. 6.8a), the qualitative Db_rs susceptibility map (Fig. 6.8b) was prepared. Areas with very high and high susceptibility to Db_rs occurrence based on Model-1 contain 78% of 1968–2003 Db_rs (calibration set) and 90 % of 2004–2007 Db_rs (validation set). Similarly, by classifying the output 
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 values in Model-4 into four classes based on the difference between the prediction and success rate curves (Fig. 6.8c); a qualitative Db_rs susceptibility map was prepared (Fig. 6.8d). Areas with very high and high susceptibility to Sh_rs occurrence based on Model-4 contain 71% of calibration Db_rs and 80% of validation Db_rs in the area.
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Fig. 6.8 Predictive Model-1 (based on 12 selected and weighted predictors) and Model-4 (backward stepwise LR) of susceptibility to occurrence of Db_rs. (a) Success and prediction rate curves of Model-1. (b) Map of classified susceptibility to occurrence of Db_rs obtained via Model-1. (c) Success and prediction rate curves of Model-4 (backward stepwise LR). (d) Map of classified susceptibility to occurrence of Db_rs obtained via Model-4.
6.6. Discussion

Predictive modeling of susceptibility to landsliding of a certain type involves the empirical selection and assignment of weights to appropriate predictors 
 ADDIN EN.CITE 
(Guzzetti et al., 2005; van Westen et al., 2008; Van Den Eeckhaut et al., 2009)
. That is because susceptibility to landsliding is a function of two types of spatial associations: (1) spatial associations of individual spatial factors with known occurrences of landslides of a certain type; and (2) relative importance of every spatial factor with respect to other spatial factors in relation to those known landslide occurrences. 

6.6.1.
Modeling of predictor-target spatial associations

For quantifying spatial associations between predictor and target variables, in this study, (a) Yule’s coefficient to evaluate spatial associations between landslide occurrences and discrete field factors (e.g., lithology, aspect, etc.) and the (b) distance distribution analysis to evaluate spatial association between landslide occurrences and continuous field factors (e.g., slope, elevation, etc.) were used. Both of these objectives can also be achieved by calculating likelihood functions (Fisher, 1922; Pratt, 1976), weights-of-evidence (Good, 1950; Bonham-Carter, 1994) and evidential belief functions (Dempster, 1967; Shafer, 1976). These methods of bivariate analysis measure predictor-target spatial associations in probabilistic terms and have been used in predictive modeling of susceptibility to certain types of natural hazards 
 ADDIN EN.CITE 
(Lee and Choi, 2004; Carranza and Castro, 2006; Ghosh and Carranza, 2010; Regmi et al., 2010)
. Other methods of bivariate analysis for measuring predictor-target spatial associations with probabilistic interpretations involve calculating landslide frequency or density analysis per predictor class 
 ADDIN EN.CITE 
(Ayalew and Yamagishi, 2005; Yalcin, 2008; Blahut et al., 2010)
. Here, in this research the Yule’s coefficient and the distance distribution analysis were introduced because, to the best of the existing knowledge, they have not been applied in predictive modeling of landslide susceptibility.

The predictor-target spatial associations quantified by the Yule’s coefficient and the distance distribution analysis also have probabilistic interpretations. Note that the value of YC (Eq. (5.3)) is based on areal proportions, which are also the bases of spatial conditional probability calculations (Bonham-Carter, 1994). Note also that the D-statistic in distance distribution analysis is equivalent to the spatial contrast (W+–W–) in weights-of-evidence analysis (Good, 1950; Bonham-Carter, 1994), which is based on the Bayesian theory of probability (Bayes, 1764). Therefore, in probabilistic terms, a positive value of YC or D implies that a spatial factor class increases the likelihood of landslide occurrence of a particular type, whereas a negative of YC or D implies that a spatial factor class decreases the likelihood of landslide occurrence of a particular type. Accordingly, maps with relevant spatial factor classes found to have positive spatial associations with known landslide occurrences of a certain type are considered predictors in predictive modeling of susceptibility to occurrence of that type of landslide.

It can be argued that quantified positive factor-landslide spatial associations, regardless of which method of bivariate analysis is applied, may not necessarily imply genetic associations between spatial factors and landslides. That is because, at local-scales, landslides are dynamic objects whereas spatial factors or features considered in the analysis represent static objects. However, the methods of bivariate analysis used here and discussed above have been used in predictive mapping of mineral prospectivity (Bonham-Carter, 1994; Pan and Harris, 2000), wherein the target (mineral deposit occurrence) and predictor variables considered all represent static objects and the results of spatial association analyses are given district- to regional-scale genetic predictor-target interpretations (Carranza, 2009). Nevertheless, in the present study, comparisons of site-specific observations of landslides vis-à-vis quantified positive regional-scale spatial associations between certain factor classes and landslides suggest genetic links between some spatial factors and landslide occurrence. One example is that shallow translational rockslides in the area occur on and have positive spatial associations with weathered bedrock but they do not occur on and, thus, have negative spatial associations with alluvial/colluvial deposits (Table 6.2). Another example is that shallow translational rockslides in the area have positive spatial association with MCT/MBT, which is likely real because previous works in the area and elsewhere show the following. The MCT/MBT are regional-scale tectonic controls on structural and geomorphological developments in the area (Banerji et al., 1980; Acharya, 1989), local stress fields vary with respect to major tectonic structures 
 ADDIN EN.CITE 
(Pandey et al., 1999; Singh and Thakur, 2001; Joshi and Hayashi, 2008)
 and mechanisms for slope deformation are influenced by variations in distribution of stress 
 ADDIN EN.CITE 
(Di Luzio et al., 2004; Kinakin and Stead, 2005; Cadoppi et al., 2007)
. Therefore, the results of the bivariate analyses of spatial associations presented in this work are intuitive and instructive, if not, realistic. In contrast, some of the factor-landslide spatial associations quantified through logistic regression analysis (Table 7) are less intuitive and instructive.
6.6.2.
Pairwise modeling of predictor-target relationships

Various relevant spatial factors are involved in landsliding and individual relevant spatial factors have different degrees of influence of landsliding. Assignment of meaningful weights to individual predictors, to portray the relative importance of every spatial factor with respect to other spatial factors in relation to known landslide occurrences, is a highly subjective exercise. It may involve a trial-and-error procedure, even in the case when expert knowledge is available especially from different experts. The difficulty of the exercise lies in deciding objectively and simultaneously how much more important or how much less important is one predictor compared to every other predictor. This difficulty is alleviated here with the application of the analytical hierarchy process (Saaty, 1977). In this process, the quantified spatial associations between landslides and individual predictors were used as bases, by converting them into predictor ratings (Eq. (6.5)), because somehow they suggest genetic links between some spatial factors and landslide occurrence. Expert knowledge is, nonetheless, essential in this process because quantified factor-landslide spatial associations may not necessarily imply genetic associations between spatial factors and landslides.

Because expert knowledge is subjective, it is considered non-instructive to describe here how precisely the pairwise comparison matrix were obtained so that readers may be able to replicate the process. The only guide for objectivity is to obtain a consistent pairwise comparison matrix (Saaty, 1977) using the results of the proposed spatial association analyses (Table 6.3). A matrix is consistent if every value across each row in a pairwise comparison matrix is a multiple of every other value in the other rows. We observe, however, that this may not be the case always with the pairwise importance matrix (Table 6.5), illustrating the subjectivity (or inconsistency) introduced by applying expert knowledge in the pairwise comparison process. Nevertheless, the analytical hierarchy process provides for quantifying and determining whether inconsistencies in a pairwise comparison matrix are within acceptable limits (Table 6.6).
Because the analytical hierarchy process involves simultaneous use of three variables (i.e., two predictors, one target), it constitutes a semi-multivariate analysis. In fact, analytical hierarchy process is a form of principal component analysis, wherein loadings on individual variables in a component reflect their degrees of association in that component. Thus, the methodology proposed here above actually endeavours to emulate multivariate analysis in modeling of predictor-target relationships and predictor-predictor relationships with respect to targets. That is because, for example, in stepwise multiple regression, predictor-target relationships are evaluated in a number of steps until a final model is obtained consisting of only predictors that contribute significantly to the prediction of the target variable. The logistic regression analysis was chosen for comparing the performance of the proposed methodology. The consistency among predictors derived through logistic regression and the proposed methodology constitutes a basis to describe the efficacy of the proposed methodology. However, describing that further in terms of magnitude of predictor weights is irrelevant because logistic regression coefficients are non-linear weights whereas predictor weights derived through methods of bivariate spatial association are linear weights.

6.6.3.
Integration of predictors and evaluation of susceptibility maps

The weighted multi-class index overlay (Eq. (6.6)) was used to integrate individual predictors because it allows to model susceptibility to landsliding of a certain type as a function of the two types of spatial associations described in Eq. (6.1) and in the first paragraph of this discussion section. This objective can neither be achieved by application of weights-of-evidence modeling (Bonham-Carter, 1994) nor evidential belief modeling (Carranza and Castro, 2006). That is because these two predictor integration modeling techniques accommodate only predictor class weights (e.g., Fji in Eq. (6.6)), which represent overall spatial associations of individual predictors with the target, but they do not accommodate predictor weights (e.g., Wi in Eq. (6.6)), which represent relative importance of every predictor with respect to other predictors in relation to the target.

If weights-of-evidence or evidential belief modeling were applied, the results would have been more similar to Model-2 (i.e., using selected but un-weighted predictors) and less similar to Model-3 (i.e., using all relevant spatial factors as predictors with their respective weights). As shown above, Model-1 (i.e., using selected but un-weighted predictors) outperforms Model-2 and Model-3, regardless of the type of landslides being examined. This goes to show two things: (1) the importance of selecting predictors and assigning weights to predictors; and (2) the advantage of the weighted multi-class index overlay modeling technique over weights-of-evidence and evidential belief modeling techniques. The latter is supported by the following facts. Weights-of-evidence modeling is disadvantaged by the assumption of conditional independence among predictors with respect to target (Bonham-Carter, 1994), whereas weighted multi-class index overlay modeling is not based on such assumption. Evidential belief modeling is disadvantaged by the estimation of not one but three types of predictor class weights (Dempster, 1967; Shafer, 1976; Carranza and Castro, 2006), whereas weighted multi-class index overlay modeling involves estimation of only one type of predictor class weights. Compared to weights-of-evidence, evidential belief and logistic regression modeling techniques, the main disadvantages of weighted multi-class index overlay modeling are: (a) it relies on methods of bivariate analysis for estimation of predictor class weights; and (2) it does not represent prediction uncertainty. Here, a map of prediction uncertainty associated with the logistic regression modeling was not shown because it cannot be used anyway to compare with the results of the proposed methodology.

Comparisons of the performance of the Model-4 (logistic regression model) with those of Model-1 show that the main weakness of the proposed methodology is in achieving a good fit between predictors and target (or success rate of prediction against calibration data). That, nevertheless, is a common weakness of bivariate analysis compared to multivariate analysis because the inter-play of multiple factors in landsliding is complex and requires, indeed, methods that can model it simultaneously. However, strong similarity in success and prediction rates between the two models indicates strong similarity in the spatial pattern of the classified susceptibility maps, which are also evident from visual inspection of these two susceptibility maps (e.g., Fig. 6.6b and Fig. 6.6d). The fact that prediction rate is higher than success rate in case of Model-1, compared to Model-4, means that in the former case the validation landslides have very strong spatial association with the predictions based on the training landslides. This means further that validation landslides and training landslides have strongly similar spatial characteristics, which result very satisfactory prediction results (Carranza et al., 2008a). Thus, Model-4 only outperforms Model-1 by 8% with respect to success-rate against shallow translational rockslides, but Model-1 outperforms Model-2 and Model-3. This indicates the major improvement in predictive modeling of landslide susceptibility that can be derived from our proposed methodology. Although our study area has limited extension, the strong similarity of geo-environmental settings and types of failure mechanisms in various parts of the Himalayan region 
 ADDIN EN.CITE 
(Anbalagan, 1992; Anbalagan and Singh, 1996; Ghoshal et al., 2008; Mathew et al., 2009)
, the methodology proposed here would be applicable in many parts of the region.
6.7. Conclusions
The application of the proposed methodology for selecting and weighting predictors of landslide susceptibility in the Darjeeling Himalayas (India) highlights the following findings. 
· Not all relevant spatial factors of susceptibility to landsliding of a certain type, as identified theoretically and heuristically, can be used as predictors of landslide susceptibility.

· Methods for bivariate spatial association analysis, such as Yule’s coefficients and distance distribution analysis are (a) instructive for defining empirical relationships between landslides and spatial factors and (b) useful for selection and weighting of spatial predictors of susceptibility to landsliding.

· Results of quantified bivariate spatial associations between landslides and spatial factors are useful empirical metrics because they help to reduce subjectivity of expert knowledge that is applied in the analysis of inter-predictor weights via analytical hierarchy process. 

· Predictive maps of landslide susceptibility based on all possible predictors and on selected but un-weighted predictors do not outperform those based on selected and weighted spatial predictors.
·  In the study area, predictors selected and weighted via the proposed methodology are more realistic than those obtained via logistic regression modeling. Because this may not necessarily be the case in other areas, further testing of the proposed methodology elsewhere is warranted.

· Predictive modeling of landslide susceptibility via a method of multivariate analysis, like logistic regression, is likely to result in high success-rates but not necessarily high prediction-rates.

· The results of the study demonstrate the usefulness of the proposed 2-stage methodology for selecting and weighting of spatial predictors for predictive modeling of landslide susceptibility.

After obtaining a satisfactory predictive map of landslide susceptibility, the next step is to use this map to prepare a landslide hazard and risk map (chapter 7).
Chapter 7

Integrating spatial, temporal and magnitude probability for medium-scale landslide hazard and risk estimation

Predictive mapping of landslides is the first step in quantitative hazard and risk assessment which is required for determining priorities of the society engaged in mitigating this hazard. This chapter presents a method for using the results of the predictive modeling described in chapter 6 in combination with event-based landslide inventories (chapter 3) for quantitative landslide hazard and risk analysis that can be applied at a medium scale to objectively determine various losses due to different plausible landslide hazard scenarios. This chapter is based on a paper on “Integrating spatial, temporal and magnitude probability for medium scale landslide hazard and risk analysis in Darjeeling Himalayas” (Ghosh et al., Submitted in Landslides).          
7.1. Introduction

Quantitative landslide hazard and risk analysis requires the availability of sufficient historical landslide information in order to estimate the spatial, temporal and magnitude probabilities 
 ADDIN EN.CITE 
(Cruden, 1997; Einstein, 1997; Malamud et al., 2004; Fell et al., 2008; Zêzere et al., 2008; Salvati et al., 2010)
. 

In most cases, however, information on past landslides is scarce which acts as a serious deterrent in correctly predicting landslide hazard scenarios and thereby impedes subsequent quantitative risk assessment. Thus, it has compelled many landslide scientists to rely more on susceptibility maps to do a qualitative/semi-quantitative landslide hazard and risk assessment 
 ADDIN EN.CITE 
(Anbalagan and Singh, 1996; Rautela and Lakhera, 2000; Kanungo et al., 2008)
 in areas where historic information on landslides is lacking. In literature, not much research on medium-scale (1:25,000) landslide hazard and risk estimation in a data-scarce environment is available, where varying levels of uncertainties that are expected to propagate in quantitative landslide hazard and risk assessment are shown. 

In order to address the above issue this study was undertaken because, quantitative estimation of landslide hazard and risk (a) renders a standardized and quantifiable way to express the expected impact of landslides, and, (b) facilitates a more objective way to allocate or prioritize resources for mitigation by administrators. The hazard and risk assessment was undertaken in the study area (Fig. 1.1d), making use of the results of the steps presented in the earlier chapters. The chapter starts with a brief recapitulation of the required data sets, followed by a description of the method applied and a presentation of the results.
7.2. Source data sets and information
Estimation of landslide hazard and risk starts with the predictive mapping of landslide susceptibility, which was presented in the previous chapter. The two landslide susceptibility maps (Figs. 6.6b and 6.8b) are used in the present study to calculate the impacts of rockslides and debris slides respectively in different hazard scenarios. To determine landslide events of certain magnitudes, a frequency-magnitude analysis is required, which has been carried out in this research via an empirical analysis between triggering factors (e.g., rainfall) and the known landslide event-days. For that particular study, daily rainfall data of the past 40 years (1968-2007) and 24 confirmed landslide event days were used (section 3.4). 

For elements at risk, building and demographic data at the level of settlement units (hereafter, denoted as SU) were collected from the local village or administrative authorities, municipalities and census. For spatial representation of this data in the form of settlement units, a land-use/land-cover map prepared from high-resolution satellite imagery (5 m resolution IRS P6 MX image of 2004) was combined with the census blocks and village maps to make a settlement unit map containing 236 SUs (Fig. 7.1). Information on the number of buildings and population for each village block (locally known as “mouza”) obtained from the reports of the “Rural Household Survey (RHS), 2006” were integrated with the SU map. Each SU therefore, contains attribute information on the total number of buildings, type of dwelling structure and population and its related demographic details including number of children, employed people etc. (Fig. 7.1a and 7.1b; Table 7.1). For areas within the town of Kurseong, the same was obtained both from the census and municipality records. As this study focuses on medium scale analysis (1:25,000), the SUs are the basic units for loss estimation. Apart from the settlement units, spatial maps of major road networks were also used to calculate the likelihood of direct losses along roads in different hazard scenarios (Fig. 7.1c). 
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Table 7.1. Details of different elements-at-risk used to calculate expected losses.
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7.3. Landslide hazard and risk estimation methods
Landslide risk expresses the likelihood of losses arising from an event of certain magnitude within a given period of time and area (Lee and Jones, 2004). Therefore, the first step is to characterize landslide events with varying degrees of severity or magnitudes and determine their respective recurrence intervals. This is done using the event-based landslide inventories presented in Chapter 3 (section 3.4).  

7.3.1.
Prediction of landslide events and hazard scenarios 

The temporal prediction of landslide events depends on the analysis of past event data and analysis of their return periods (RP) from which, the annual probability (AP) can be estimated (AP=1/RP). Due to gaps in the source data sets (e.g., 1969-1978, 1980-1992 etc.; see Fig. 3.1), the event-based landslide inventories available for the study area, could not be used directly to calculate the return periods. Moreover, these inventories were not complete and therefore cannot provide complete information about landslide events and their varying levels of magnitudes (i.e., severity of events in terms of landslide numbers, density, damage potentials etc.) that have occurred in the gap period. Although, the historic data gives a good indication of the importance of landslide triggering events (e.g., landslides that occurred in 1968, 1998, 2003 etc.), still they are not exhaustive as other triggering events might have occurred for which the landslide inventories are not available. Therefore, to model the unknown events, a relationship between landslide events and triggering rainfall was established. The landslides between 1968 and 2007 mostly occurred in the monsoon period (June-October), when precipitation is very high (between 2500 mm and 3600 mm), and accounting for 80-85% of the total annual precipitation 
 ADDIN EN.CITE 
(Starkel and Basu, 2000; Starkel, 2004; Soja and Starkel, 2007)
. Therefore a stepwise discriminant analysis (DA) model was used to establish a quantified relationship between landslide events and triggering rainfall (section 3.4). 
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Fig. 7.2. Predicted landslide events with different magnitudes. The discriminant scores (DS) presented in chapter 3 are plotted against the number of landslide triggering event-days for minor, moderate and major events. Also the known landslide inventories that matched/correlated with different magnitude classes are also shown (see also Fig. 3.1 for the nomenclature of the inventories (e.g. LI68) used in this illustration).
The DA model (see section 3.4), predicted 30 landslide event-years based on a subjectively-derived threshold discriminant score (DS) of 4.0. Based on increased DS values and the number of predicted landslide event-days per year, landslide events were classified into three classes: minor, moderate and major events (Fig. 7.2), with increasing levels of magnitude expressed as landslide density. The basic assumptions are that the severity of landslide events will increase with increasing DS values and with the increasing number of predicted landslide event-days per event year. For example, major landslide events (e.g., LI68, LI03 in Fig. 7.2) have at least three landslide event-days per year and high DS values. Based on the above criteria, 16 minor, 10 moderate and 4 major landslide events were predicted (See also Fig. 3.6 in section 3.4.). Therefore the return periods of events were assumed ranging between 3-5 years for minor events, 4-10 years for moderate ones and 20-50 years for major events. These ranges of values were assumed, considering the number of occurrences of both confirmed/known and model-predicted landslide events together for the entire period of analysis (40 years). The ranges of return periods or annual probabilities express the level of uncertainty in temporal probability. 

The identification of landslide events of certain magnitudes also facilitates the correlation of predicted events with the existing landslide inventories of 1968-2007, which are required for the estimation of the spatial probability of landslides. The spatial probability (
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Where, 
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The spatial probability can be calculated for different landslide magnitude scenarios indicated as major, moderate and minor events as shown in Fig.7.2. The known landslide inventories that are representative for the respective magnitude classes were used to calculate the spatial probability. The variation in landslide densities per magnitude class was considered by evaluating the landslide densities of all known events that are classified in a particular magnitude class. So for instance, for major events, the landslide densities of the inventories LI68, LI98 and LI03 were used, and the range of densities reflects the level of uncertainty in the spatial probability. Therefore, a combination of the range of temporal probabilities with the range of spatial probabilities resulted in 12 different landslide hazard scenarios that were taken into account (Fig. 7.3). 

7.3.2.
Landslide risk estimation
The 12 landslide hazard scenarios (Fig. 7.3) were used to calculate specific risks. Specific risks to elements-at-risks (e.g., buildings) were calculated per mapping unit (i.e., the settlement unit or SU) containing many individual elements at risks (e.g., buildings) through an exposure-based approach adapted from the method of rock fall hazards proposed by Lee and Jones (2004; see page 349-351). The method for calculating loss per SU (
[image: image231.wmf]SU

L

) is illustrated in Eq. 7.2 and Fig. 7.4.
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where, 
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is the number of cells affected in a SU, 
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is the spatial probability according to Eq. 7.1, 
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is the total number of elements-at-risk (e.g., buildings) within a SU.
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Fig. 7.3. Different possible landslide hazard scenarios based on minimum and maximum temporal and spatial probabilities of landslide events of certain magnitudes. The abbreviation used for each hazard scenario (e.g., HMJT20Dmin) can be read as H = Hazard; MJ (subscript) = Major event; Md (subscript) = Moderate event; Mn (subscript) = Minor event; T with RP value in subscript signifies different temporal probabilities (e.g. T20); Dmax and Dmin signifies ranges of spatial probability that has been calculated by using landside distribution maps of maximum and minimum landslide densities respectively using Eq. 7.1.
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Fig. 7.4. A schematic diagram illustrating in stages, how building losses can be calculated in a settlement unit (e.g. A) in combination with susceptibility units (High, Moderate, Low) through exposure-based modeling. (a) and (b) illustrate different susceptibility zones (H, M, L) and the method how spatial probabilities are calculated following Eq. 7.1 using distribution of landslides of different magnitudes (major, moderate and minor). (c) and (d) illustrate how building losses are calculated in a settlement unit (A) following Eq. 7.2 in three magnitude scenarios. For abbreviations at (d), please refer to the explanations given in Eq. 7.2.
Fig. 7.4 demonstrates two steps to arrive at the loss calculation. The first step is to calculate the number of cells per SU (
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) that are likely to be affected by landslides given a triggering event of a certain magnitude. The 
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is a function of the spatial probability (
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) that depends on the landslide susceptibility map and also on the specific landslide distribution maps that have been identified for events of different magnitudes. The spatial probability is not calculated separately for each SU but is calculated for each class of the susceptibility map. Therefore, the proportion of cells within a SU likely to be affected (
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in Fig. 7.4) that actually have elements-at-risk depends on its spatial exposure with different susceptibility classes. Therefore, by overlaying SU map with the susceptibility map in a GIS (Fig. 7.4c), the number of cells affected per settlement unit can be calculated (Fig. 7.4d). As a building foot print map is not available, it is assumed that there is a uniform distribution of buildings within the settlement unit. Therefore, the number of buildings affected can be calculated by multiplying the number of cells affected (
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[image: image247.wmf]Occ

Cell

P

) by buildings in a settlement unit (Eq. 7.2 and Figs. 7.4c-d). It is important to mention here that the vulnerability of the elements at risk is not considered, and therefore, the results actually indicate the number of elements-at-risk likely to be affected. Given the uncertainty of the data and the medium scale of analysis, it is not possible to use vulnerability curves and express the losses as number of elements-at-risk destroyed. By adding the results for all 236 different settlement units (SU), the total loss due to a particular hazard scenario can be calculated and the corresponding losses due to the event of different magnitudes can be plotted in a standard risk curve against the temporal probability of occurrence of the hazard scenarios. The same method can also be followed to calculate the expected losses to roads, population etc.

Since the number of people living in a building during day-time and night-time varies a lot, the estimation of people likely to be affected should be based separately on day-time and night-time population. The day-time population is calculated on the basis of the number of unemployed people, housewives and small children. For the night-time population, a proportion of 2% of the total population was excluded from the total inhabitants assuming that they are staying away from their homes due to some personal work. The likely number of people affected by landslides can then be graphically presented by adopting the standard Frequency-Number (F-N) curves used to represent societal risk, in which the frequency of events (F) that likely affect N people can be plotted along the Y-axis against the number of affected people (N) on the X-axis on log-log scales. The frequency of events (N) is represented by
[image: image248.wmf]L

P

which is the annual probability of the landslide event to occur, which in this case has a range with a minimum and maximum values depending of landslide events of different magnitudes. The temporal spatial probability of a person or group of person based on their respective exposure in day and night time is taken into account when estimating the number of people (N) likely to be affected, by multiplying the number of affected buildings by the average number of people per building (both during day and night time) in each settlement unit, for landslide events of different magnitudes. The vulnerability of a person or a group of person at risk is also assumed here as 1, since the aim is only to represent the number of people likely to be affected, and not the number of people injured or killed. 
The expected losses can also be represented in a map, by considering a certain period of time, instead of annualized losses. For instance the probability that an event with a given return period (RP) is likely to occur within a 50-year period (
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(7.3)

To express the number of buildings or persons affected by landslides during a period of 50-years, we can multiply 
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 by the respective specific losses for each return period and integrate the losses for all return periods with their respective 
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 values. The cumulative expected losses can also be expressed annually. These annualized loss values are calculated as the “area under the risk curve”.
7.4. Results of hazard and risk estimation
7.4.1.
Landslide hazard estimation 

Following Eq. 7.1, the spatial probability of landslide occurrence can be estimated for the three magnitude classes (major, moderate and minor) using both the minimum and maximum landslide density values of the known landslide inventories. This resulted in spatial probability for six different hazard scenarios and for two types of landslides (rockslides and debris slides). The results are presented in Tables 7.2 and 7.3. for different susceptibility zones (low to very high) which are required to convert the susceptibility zones into hazard zones. Examples of specific landslide hazard maps related to major landsliding event are shown in Fig. 7.5., where the ranges of spatial probabilities (minimum-maximum) for each susceptibility class are shown.

In Tables 7.2.-7.3., a hazard scenario (
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) has been added, which represents a hypothetical situation of an extreme landslide event caused by an earthquake occurring in the direct vicinity of the study area. For calculating the spatial probability of this extreme event, the inventory of large un-dated landslides of pre-1968 was used to calculate the landslide density. The purpose of modeling such an extreme event is relevant because the study area falls within an active Fold-thrust-belt of the Himalayas and is highly earthquake-prone (BIS, 2002). However, data is lacking to make a more detailed analysis of return periods of earthquakes in relation to earthquake-triggered landslide inventories. Based on expert judgement a range between 300 and 500 years was assumed for the return period of such an extreme scenario. 
Table 7.2. Spatial probabilities for different hazard scenarios for rockslides. The spatial probabilities were calculated according to Eq. 7.1.
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Table 7.3. Spatial probabilities for different hazard scenarios for debris slides. The spatial probabilities were calculated according to Eq. 7.1 
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7.4.2.
Landslide risk estimation
7.4.2.1.
Expected losses to buildings and population

Based on the exposure analysis presented in Fig.7.4, the ranges of buildings likely to be affected for minor, moderate, major and extreme events were calculated. Depending on the variation in spatial probability due to the variation in landslide densities of the event-based landslide inventories linked to a certain magnitude of triggering events, a range of expected loss values was analyzed. The results given in Table 7.4 show that the number of affected buildings is generally higher for rockslides than for debris slides. In case of an extreme event the number of affected buildings is much higher (2194), compared to any of the other scenarios, due to fact that a nearby earthquake scenario can trigger many more landslides than any of the rainfall-triggered ones that occurred in the last 40 years (1968-2007).
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Fig. 7.5. Examples of landslide hazard maps showing the ranges of spatial probabilities of occurrence of landslides (see Tables 7.2 and 7.3) for major landsliding events to (a) rockslides and (b) debris slides in the case of a major landslide triggering event (rainfall related).  

Table 7.4. Number of buildings likely to be affected for different landslide hazard scenarios. Also the range in temporal probability of these events is indicated.
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The building losses shown in Table 7.4 above can be graphically represented in the form of risk curves (Fig. 7.6), where the variation in losses (expressed as number of buildings likely to be affected) is shown as minimum and maximum curves. The minimum risk curve is made based on the minimum values for temporal and spatial probabilities, and the maximum risk curve considers the corresponding maximum temporal and spatial probability values. The difference between the two curves is an indication of the degree of uncertainty in the risk analysis. The effect of including the extreme event is evident from Fig. 7.6b where the risk curves result in very different values if such an event was excluded. Extreme events are only modeled with rocksliding events because; the large un-dated pre-1968 landslides are mostly deep-seated rockslides.
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Fig. 7.6. Loss curves showing the ranges in “the number of buildings likely to be affected” in landsliding events of different magnitudes against minimum and maximum temporal probabilities (see Table 7.4). The lower level loss curves in “black” represent the minimum losses plotted against minimum temporal probabilities and the upper level curves in “red” represent the maximum losses plotted against the maximum temporal probabilities. The curves at (a) include only major, moderate and minor landsliding events. The curves at (b) include landsliding events of all magnitudes including the extreme event. 

The expected buildings losses presented above can be directly used to calculate the number of people likely to be affected by modeling both day and night time population. The corresponding results of such expected population losses for different hazard scenarios are presented in Table 7.5. 

Table 7.5. Values for day-time and night-time population living in buildings likely to be affected for different landslide hazard scenarios.
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For population living inside buildings, it is most unlikely that exposure of a person or group of person at risk are similar for both day and night time (Table 7.5). Accordingly, the expected number of people (N) likely to be affected for each landslide event magnitude (see columns 7 and 8 of Table 7.5) are plotted in a log-log scale (Fig. 7.7) against the respective annual frequency (F) of such people at risk, which are equal to the annual probability of landsliding events (columns 9 and 10 in Table 7.5).
Since the annual probability estimates of landslide events of all magnitudes are quite higher in this case, all the F-N curves in Fig. 7.7 fall in the higher level of F-N space, which signifies that due to lower range of return periods of landslide events in the study area, the people at risk are most likely to be affected due to future similar landslide events and as a societal risk, the system is most likely to be unacceptable, although, for landslide risk evaluation, no such limit of tolerance presently exists in India.  
Spatially the variability of likely losses to buildings can also be illustrated through various risk scenario maps by computing the losses based, for example on a 50-year time period (Fig. 7.8). Fig. 7.8a represents that for minimum losses which have been calculated based on minimum spatial and temporal probabilities of landsliding events. Most of the settlement units in the study area have a low range of losses (buildings affected ≤1) with a few areas (e.g. Tindharia) having moderate losses (buildings affected 1-4). The Fig. 7.8b which has been prepared based on maximum range of spatial and temporal probabilities of landsliding events shows that the number of settlement units having moderate losses increase from that of Fig.7.8a and the areas around Tindharia has high losses (buildings affected 4-10). In Fig. 7.8c, the extreme landsliding event that might occur due to a large earthquake trigger in the vicinity has also been included. The likely-losses in Tindharia area become very high (buildings affected 10-15) including some parts of Kurseong municipality which also show high losses. It is important to mention that the actual number of affected buildings in such an extreme earthquake related scenario would be much larger due to the effects of ground shaking. In this study only the possible effects of landslides are taken into account. The estimation of such losses considering the 50-year time period and the annualized loss estimates for buildings and population are also shown in Table 7.6. Table 7.6 indicates that the maximum annualized and 50-year losses of buildings and population increase manifold if extreme landslide events are included along with predicted minor, moderate and major landslide events. Assuming an average value of INR 120,000 per building (about 2000 Euros), the cost towards maximum annualized losses of buildings in the study area could range between 44,000 Euros (INR 26,40,000) and 144,000 Euros (INR 86,40,000) depending on varying range of losses. 
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Fig. 7.7. F-N curves showing annual frequency (F) of N or more people likely to be affected plotted on a log-log scale against the corresponding number of people likely to be affected for both day-time and night-time scenarios. For each case, both “minimum” and “maximum” F-N curves are shown, which represents the minimum and maximum likely losses calculated on the basis of minimum and maximum spatial and temporal probability scenarios respectively (see Table 7.5).  
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Table 7.6. The annualized and 50-year loss estimates for buildings and population of the study area.
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7.4.2.2.
Direct losses to major roads 

Following the above exposure-based method of loss estimation, the likely losses to the 162 km long road network have also been estimated in the study area (Table 7.7). This table shows that about 893 m of road is likely to be affected if maximum densities of major landsliding events are taken into account. Like building and population losses, length of roads (m) likely to be affected increases about 13 times if the extreme landslide events are considered. Although, one important observation is noticed in case of expected losses to road network as compared to those for buildings and population that a substantially higher proportion of the road network is affected by debris slides as compared to rock slides (Table 7.7) because debris slides are mostly concentrated along the major roads. 

Table 7.7. Expected direct losses to road network against the different landslide hazard scenarios.
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7.5. Discussion and conclusions
Due to non-availability of any proper damage records, it becomes quite difficult to properly validate the results obtained in this study, although, a general indication can be obtained from reports of damage data in some recent (e.g., 1998, 2003) major landsliding events in the area, which indicate that due to such major triggering event, a substantial portion of road network (about 1 km) was affected causing road-blockades for more than 15-days along with partial to substantial damage to 30-40 houses in the study area.  Nevertheless, any major or extreme landsliding events in the study area can cause more indirect and long-standing losses to various elements-at-risk than the direct ones, although, calculation of which are quite complicated due to want of suitable data and therefore, the same is also beyond the scope of the present study.  

Landslide risk assessment at medium-scales (1:25,000) relies primarily on the predictive mapping and thus, landslide susceptibility estimation has always been the first step in the process. The second and more difficult step is to convert the landslide susceptibility into a landslide hazard map by adding information on spatial, temporal and size probability of future events. One way to achieve that is to consider a number of landslide triggering events, and analyse them for their return periods, and the landslide density in the various susceptibility classes. These specific landslide hazard scenarios are relevant because they allow calculating specific risks or losses to elements at risks. The landslide susceptibility models used for this study were prepared for two types of landslides. The risk estimation could be further improved by generating separate susceptibility maps for different landslide types for each triggering event (so separate susceptibility maps for triggering events with say 5, 10, 50, 100 and 500 year return periods) and use these in combination with their respective event-based inventories to estimate specific spatial and magnitude probabilities. This was not attempted in this study because of the lack of reliable event-based inventories and also because it would make the risk models perhaps too complex given the medium-scale of assessment. 
It is important to mention that despite the reasonably-good quality susceptibility models used in this study, there are still some landslides within “low” and “moderate” susceptibility classes, which definitely introduced some amount of uncertainty in risk estimation since separate susceptibility models using only landslide occurrences of different magnitudes were not carried out and used due to paucity of complete landslide event-magnitude data.  

In the method presented in this chapter the magnitude probability was not included in the hazard component, and the susceptibility maps were converted into hazard using only the spatial and temporal probability. The magnitude probability as indicated in Table 3.6, in which P[AL<1000 m2] and P[AL>10,000 m2] are specified could be incorporated in the analysis, although we don’t have these values for rockslides and debris slides separately, nor for the different susceptibility classes. However, the magnitude probability could be used to estimate the number of cells affected by landslides of a given magnitude by calculating
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In which Pm would be for instance P[AL<1000 m2] or P[AL>10,000 m2]. This could then be used to estimate the number of buildings affected by large landslides, and by small landslides. And this could then be used as a proxy for landslide magnitude in assigning different vulnerability values for buildings. However, as the aim was to only represent the number of buildings that might be affected by landslides at a medium scale, this was considered not appropriate. Also given the large uncertainties involved, the inclusion of more uncertainties related to the probability of landslides that would have to potential to destroy buildings, and also the vulnerability of the building themselves, was not considered justifiable. 
For landslide risk assessment, modeling of different consequences is required and that is possible if the landslide triggering events and their magnitudes are known. The determination of landslide triggering event magnitudes is more reliable if a complete historical record of landslide events is available 
 ADDIN EN.CITE 
(Rossi et al., 2010b; Salvati et al., 2010)
. But in most cases one has to deal with incomplete data and unavoidable gaps in landslide inventories such as in this study area. The only alternative was to establish an empirical relation between landslides and triggering events 
 ADDIN EN.CITE 
(Aleotti and Chowdhury, 1999; Crozier, 1999; Chowdhury and Flentje, 2002; Jaiswal and van Westen, 2009)
, assuming that all the landslides are rainfall-triggered 
 ADDIN EN.CITE 
(Starkel and Basu, 2000; Starkel, 2004; Soja and Starkel, 2007; Dahal and Hasegawa, 2008)
, and that earthquake-triggered landslide events occur infrequently, but could generate many more landslides than the rainfall events. Due to non-availability of any record of earthquake-triggered landslide events, consequence modeling in the study area was mainly based on the available record of the 40-years period (1968-2007) using only the rainfall-triggered landslides, although, this 40-year period could be quite a small period for estimating/visualizing the entire range of landslide event-magnitude scenarios. Moreover, definite data gaps even within the 40-year period of analysis made the above study more challenging that resulted in varying levels of uncertainty in loss estimation. 

Due to the above data gaps, it was also difficult to characterize the landslide event magnitude, although, an arbitrary assumption of minor, moderate and major landsliding events worked well in practice in the assessment of losses. The above framework can be followed better if a more complete set of historical data of landslide event-magnitudes are available in an area, where, identification of events of different magnitudes and assessment of their respective temporal probabilities are less uncertain. 

The risk assessment framework presented in this study is mainly aimed for the use in regional or medium-scale risk assessment and therefore, separate run out assessment was not included. Moreover, due to the variable resolutions of source data, for many smaller landslides that are mapped for different landsliding events, separation of the initiation area from the deposition and run out had been quite difficult; therefore, separate run out assessment at medium scales could include more uncertainties in hazard estimation. Another simplified assumption followed in this study was not considering the vulnerability, and therefore only estimate the number of affected rather than the number of destroyed elements at risk. This was due to several reasons, such as the absence of detailed building data (both building footprint data as well as building characteristics), the lack of suitable landslide magnitude estimation (as mentioned earlier) and the lack of quantitative vulnerability curves and historic damage data. The risk assessment model presented in this study is a general one which is applicable at medium scale and mostly relies on good susceptibility maps and on event-based landslide inventories. Based on the distribution of known landslide occurrences, the ranges of uncertainty in losses for different elements-at-risk were quantitatively determined.        

Given the substantial differences in landslide densities for inventories that were grouped in the same triggering magnitude class, hazard and subsequent risk or loss estimates were calculated for minimum and maximum values of spatial and temporal probabilities. The study has shown that the expected building losses per annum can range between 0.01% and 0.16% of total number of buildings (13736), expected population losses can range between 0.02% and 0.15% of the total population (76126) of the area and the expected direct losses to roads range between 0.04% and 0.55% of the 162 km road lengths of the study area for landslide events of different magnitudes (minor, moderate and major). This variation can be considered as a measure of uncertainty in loss estimation in situations when there is incomplete information on historic landslides, as evident for the study area. 

Chapter 8

Synthesis and conclusions

8.1. Introduction

For quantitative landslide hazard assessment, data-driven methods are generally preferred over knowledge-driven ones because the latter involve a substantial subjectivity in the selection of factors and the assigning of their weights. Data-driven  methods (e.g., statistical or mathematical) depend on two types of spatial associations: (a) spatial associations of individual spatial factors with historic landslides of a certain type; and (b) the relative importance of individual spatial factors with respect to one another in relation to landslide occurrences. Although, multivariate statistical methods can simultaneously model both the above two types of empirical spatial associations yet some of the spatial factors selected and used by them according to certain (statistical) criteria are sometimes not representative of specific genetic processes associated with the type of landslides being studied. Whereas, bivariate statistical methods, although intuitive, can only model the first type of spatial association, and thereby, exhibit moderate prediction rates. Therefore this research proposes a suitable empirical method to study the spatial association by suitably incorporating expert knowledge to (a) select the most appropriate spatial factors that approximate realistic genetic associations with landslides of a certain type, and (b) objectively determine the importance of every spatial factor with respect to the others in relation to the landslide type under study and combine them using multivariate methods. The proposed empirical technique can interactively and iteratively augment the empirical model processes that estimate landslide susceptibility, which is subsequently used to prepare the landslide hazard and risk maps. 
Landslide hazard is estimated by integrating temporal and magnitude probabilities with the spatial probability derived from the susceptibility map in combination with a series of inventory maps that are linked to certain triggering events, with particular landslide densities and return periods. Difficulties arise when data on past landslides are inadequate, source data sets are of different spatial and temporal resolutions, and dates of landslides and triggers (e.g., rainfall) do not match, as observed in the study area. 
Given these constraints, this research also focuses on the development of suitable methods for the determination of temporal and magnitude probability by generating and using event-based landslide inventory maps prepared with the available source datasets. 
This chapter describes the main results of the various components of this research (chapter 2 to chapter 7), their interrelationships and outlines the limitations and the scope for future research.

8.2.
Evaluating the existing method of landslide susceptibility mapping in India 
Heuristic landslide susceptibility mapping methods are based either on direct geomorphological mapping or on the assignment of expert-derived weights to a set of pre-defined factors. Application of such specified weights of factors can lead to poor prediction results when applied to different areas because the spatial relations between landslides and their causal factors for different types of landslides are variable in nature. The study described in chapter 2  evaluated the performance of the officially adopted method in India for medium-scale (1:50,000) landslide susceptibility assessment (the so-called BIS  method), with a fixed set of causal factors and a fixed set of weights  (e.g., Anbalagan, 1992; BIS, 1998). The results were compared with those of a well-known bivariate data-driven method (Weights-of-Evidence modelling). 

The study demonstrated that the maps derived using the BIS method had a substantially lower predictive power than those derived from the data-driven method. The study indicated that developing knowledge on prevalent landslide types and processes and establishing empirically their spatial relations with different site-specific spatial factors are essential for medium scale landslide susceptibility mapping, of which, the first and foremost step was to understand the past landslide processes through the generation of event-based landslide inventory maps (chapter 3). From the results of this study it can be recommended that for each study area, experts should select those combinations of relevant factors that best predict the occurrence of specific landslide types. A guideline for medium-scale (1:25,000-1:50,000) landslide susceptibility mapping should therefore be based on the methods that iteratively and interactively analyze the importance of the individual factor using various intuitive tools of empirical spatial association analyses (chapters 4 to 6). Therefore, the findings of this PhD research will facilitate in formulating a suitable guideline for medium-scale predictive mapping of landslides in India. 
8.3.
Event-based landslide inventory mapping
The application of empirical methods for susceptibility assessment and the conversion of these maps into landslide hazard maps require good amount of information on past landslide triggering events and the landslide inventories caused by them 
 ADDIN EN.CITE 
(Guzzetti et al., 1999; Glade et al., 2005; Fell et al., 2008; van Westen et al., 2008)
. Moreover, landslide inventory mapping facilitates to understand landslide types and processes, their specific association with causal factors, which are essential inputs for any predictive mapping of landslide susceptibility. In chapter 3 a method was presented to generate event-based landslide inventory maps for landslide-triggering events based on all available source data sets. The study was carried out over a 40-year period (1968 to 2007) in a highly landslide-prone area in Darjeeling Himalayas (India). In India, as in many other countries, such source data sets are in general incomplete, and of various scales and resolutions. This study demonstrated that event-based landslide inventories can be generated in such data-scarce conditions which can be used for estimating temporal and magnitude probability. The following main results were obtained (chapter 3):  

· Temporal probability of triggering events in a data-scarce environment can be determined by identifying unknown events through statistical analysis using triggering rainfall variables as predictors and known landslide events as response variables.
· Inadequate information on past landslides or gaps in source data makes it difficult to correctly estimate spatial, temporal and magnitude probabilities. Therefore, for effective landslide hazard and risk assessment, availability of a good quality past landslide inventory is of utmost necessity, which should be implemented at all possible scales (large, medium and regional) through launching a nation-wide landslide inventory mapping programme. The same is highly recommended for geo-environment like India for using such essential data for future hazard and risk analysis.
· The method presented in this thesis focused on the development of so-called event-based landslide inventories, which are inventories of landslides that occurred simultaneously as the consequence of a triggering event which has a certain return period. The use of such event-based inventories is only possible in environments where there is a clear relation between triggering events and the landslides caused by them.  

8.4.
Fault/fracture and slope controls on rocksliding

In an active tectonic environment like the Himalayas, regional faults and fractures have an evident control on landsliding. Several works on predictive mapping of landslide susceptibility consider proximity to linear geological structures as a spatial factor without considering the types and orientations of such structures 
 ADDIN EN.CITE 
(e.g., Saha et al., 2002; Champati ray et al., 2007; Sharma and Kumar, 2008; Mathew et al., 2009)
. However, the control of these structural features on landsliding is strongly related to the distribution of stress that generally varies widely with respect to the prominent regional tectonic planes (e.g., MCT/MBT) 
 ADDIN EN.CITE 
(Pandey et al., 1999; Singh and Thakur, 2001; Joshi and Hayashi, 2008)
. 

Therefore, a study (chapter 4) was carried out with the hypothesis that the proximity to structures of certain types and trends is likely to yield better predictive maps of landslide susceptibility. This study demonstrated that analyses of the spatial pattern of landslides of certain types and their spatial association with certain types and trends of regional faults and fractures allows a better selection of the most relevant sets of structures that control landslide occurrence. Analytical tools like Fry analysis and distance distribution analysis were applied to determine sets of faults and fractures that are likely involved in slope controls on rockslide. In addition, data-driven evidential belief functions 
 ADDIN EN.CITE 
(Carranza, 2002; Carranza and Hale, 2003; Carranza and Castro, 2006)
 were applied for representation and integration of spatial evidence layers of mutual fault/fracture and slope controls on rockslides. 

The above study further revealed that the geometric (and, thus, mutual) relationship between orientations of certain linear geological rock structures (e.g., bedding, foliation, rock joint etc.) and orientations of certain slopes 
 ADDIN EN.CITE 
(Goodman and Bray, 1976; Hoek and Bray, 1981; Romana, 1985; Wagner et al., 1988)
 show good results which can be used in spatial modeling of different rock slope failure modes (e.g., planar, wedge, topple) (chapter 5).
8.5.
Rock slope stability analysis using structural orientations 
The most challenging task of modelling  rock slope failure modes is to prepare 2-D maps (digital structural models) of structural orientations (i.e., trends and dips) by interpolating 3-D discontinuity orientation data (De Kemp, 1998; Günther, 2003). Structural orientation data are in general sparse due to poor rock exposures, thick vegetation and/or overburden cover, and inaccessibility of the terrain and moreover, their regionalisation onto a 2-D GIS is also not straight-forward. In this study (chapter 5), several techniques were applied for regionalization of 3-D orientations of structural discontinuities in rocks in order to create digital structural models at two different spatial scales. These are realized together with DEM-derived terrain properties in order to assess the kinematical possibility of different modes of rock slope failures and interpret their respective causal failure mechanisms. The following results were obtained (chapter 5): 
· The assessment of rock slope instability performs better in smaller test areas with a higher density of structural discontinuity data and good controls of regional faults and fractures. 

· Individual sets of structural discontinuities (i.e., foliation planes and joint sets) in rocks are good controls of rock instability at all spatial scales.  Nevertheless, wedge is the predominant slope failure mode, followed by topple and plane failures.

· Results further showed that rock discontinuities are more important controls on deep-seated rockslides than on shallow translational rockslides, and the discontinuity-controlled rock slope instability also increases with increasing levels of water saturation (see Annexure III in the enclosed CD).

· The slope instability maps obtained in this study are actually maps of multivariate factors which can be used as input maps in predictive modeling of landslide susceptibility (chapter 6). 

8.6.
Selecting and weighting spatial factors of landslide susceptibility 

Empirical analysis for predictive mapping of landslide susceptibility can be achieved by employing bivariate or multivariate analyses of spatial associations between predictors and target variables. Whereas spatial associations of landslides with causal factors and among the factors themselves are complex and likely non-linear, multivariate methods, especially those with non-linear functions, are more often employed in predictive modeling of landslide susceptibility. Although, predictors selected by multivariate methods are not always related to certain genetic processes associated with the type of landslides being studied (Baeza and Corominas, 2001; van Westen et al., 2008). Such results are related, nevertheless, to statistical or mathematical assumptions behind the algorithms of every method of multivariate analysis (e.g., independence among predictors with respect to target variables, etc). Therefore, in chapter 6, a two-stage methodology is presented involving expert knowledge and bivariate analysis to select predictors and objectively assign weights to the predictors for predictive modeling of susceptibility, followed by a multivariate analysis. The following results were obtained (chapter 6):

· Predictive maps of landslide susceptibility based on selected and weighted spatial predictors outperform the models prepared using all the possible spatial factors and on selected but un-weighted predictors.
· Results of quantified bivariate spatial associations between landslides and spatial factors are useful indicators because they help to reduce subjectivity of expert knowledge that is applied in the analysis of inter-predictor weights via analytical hierarchy process (AHP). 

· In the study area, predictors selected and weighted via the proposed methodology are more realistic than those obtained via multivariate methods (e.g., logistic regression). 
8.7.
Developing quantitative methods for landslide hazard and risk analysis
In an area where information on past landslides is sparse and the source data has long spatio-temporal gaps, correctly predicting the landslide hazard scenarios is a difficult task which impedes subsequent quantitative risk assessment. Nevertheless in such a data-scarce environment, as is the case in most of the areas in India, these attempts should still be carried out as best as possible.  This study (chapter 7) presented a method for quantitative landslide hazard and risk analysis, by generating a series of hazard scenarios based on the magnitude of triggering events, and the corresponding variation in landslide density and temporal probability. The aim of this study was to convert the landslide susceptibility maps (chapter 6) into a landslide hazard map and use this for a quantitative medium-scale landslide risk assessment. The following results were obtained (chapter 7):

· In a data-scarce environment, the empirical relations between triggering events (e.g., rainfall) and landslides can be used to classify the events with varying levels of severity or magnitudes (major, moderate and minor). Accordingly, different ranges of temporal probability can be estimated from their respective return periods based on the data set that covers a sufficiently large period (e.g. 40 years or more). Nevertheless this 40-year period might still be insufficient to capture the real large landslide events such as earthquake-triggered or rainfall triggered ones of higher return periods. 
· Using variations in the densities of known event-based landslide inventories for the three magnitude levels, twelve different landslide hazard scenarios are generated based on minimum and maximum temporal and spatial probabilities of triggering events, which yielded different levels of annual losses to various elements-at-risk (buildings, people, road etc.).

· The number of annual affected elements-at-risk sharply increases as the densities of landslides in an event of certain magnitude increase. This study has shown that the expected annual buildings affected can range between 0.01% and 0.16% of total number of buildings (13736), expected population affected can range between 0.02% and 0.15% of the total population (76126) of the expected sections of roads affected ranges between 0.04% and 0.55% of the 162 km road lengths of the study area for landslide events of different magnitudes (minor, moderate and major). 
· The variable amounts of such losses that are shown against variable temporal and spatial probabilities can be considered as a measure of uncertainty in risk estimation in situations when there is incomplete information on historic landslides, as evident in the study area. The above results are quite plausible according to the losses occurred during similar landslide events in the recent past.

· This study also demonstrated that losses to any elements-at-risk exponentially increase if an extreme landslide event occurs in the area due to a major triggering event such as an earthquake. The above estimate used distributions of all pre-1968 old/inactive landslides as hypothetical examples of such extreme event because the study area is located in a highly earthquake-prone zone. This is worth mentioning here that such assumption of considering landslide distributions from a single extreme triggering event is completely arbitrary and no such record of similar such destabilization due to such large-scale triggering event is available for the study area unlike the landslide event triggered by the recent Wenchuan earthquake, China. 
8.8.
Limitations and future scope of research

This research on the development of a knowledge-guided empirical method for landslide hazard assessment has some inherent limitations owing mainly to the limitations of specific source data sets. In order to have enough suitable data, the following investigations should be taken up as part of the national landslide hazard and risk assessment programme in India:
· The first and foremost step is that a national programme for landslide inventory mapping should be initiated, that should be web-based and should allow for collaborative mapping, and the reporting of landslides in a simple and spatial way by local authorities (e.g., PhD thesis of Pankaj Jaiswal, 2011). To correctly estimate the temporal and magnitude probabilities, the event-based inventory maps should be produced, be it with the help of Remote Sensing and/or possibly with the semi-automated techniques of landslide inventory mapping (e.g., PhD thesis of Tapas Martha, 2011). 

· Due to the scarcity of the past landslide inventory data, for modeling landslide events and their magnitudes, the present research used daily rainfall data of one rainfall station (Goomtee Tea Garden), because this is centrally located and has a continuous record of daily rainfall for the entire period of analysis (1968-2007). Nevertheless, there is variability in monsoon rainfall in four nearby rainfall stations in their absolute amount of daily rainfall due to the orographic setting of this part of Eastern Himalaya. Therefore, more study on the spatial variability of rainfall should be carried out for improved modeling of the landslide event-magnitudes.

· This research revealed that the fitted probability density functions of landslide areas mapped from high-resolution remote sensing data are somehow consistent with the ‘Double Pareto’ and ‘Inverse Gamma’ functions reported in the literature, whereas this is not the case for the inventory maps that are field-based. This can be investigated further by comparing the results of magnitude-frequency analyses of landslide areas from inventories produced by different mapping techniques. 

· The proposed model of mutual fault/fracture and slope controls on rockslides presented in this research is constrained by the lack of dip data for regional discontinuities (e.g., fault). When more such data become available, the model of mutual fault/fracture and slope controls on rockslides proposed in this research can be improved considerably.  
· Although, it is plausible that the area has undergone a series of major earthquake triggered landslides events in the past, the lack of such suitable source data precludes development of scenario-based maps based on a spatially distributed model of dynamic loading due to earthquake triggering. This is obviously an important parameter for slope instability assessment in a tectonically active geo-environment like the Himalayan Fold-thrust belt, and should be studied more in detail in future research.

· The proposed rock slope instability model involving digital structural models and topography parameters (inclination and aspect) creates a large number of individual structural variables, which have variable controls over rocksliding. Therefore, in future, the predictive slope instability assessment should be made using all such structural variables as factors in a suitable multivariate method. 

· The results of the proposed bivariate analyses of spatial associations presented in this research are intuitive and instructive. In contrast, some of the spatial associations quantified via logistic regression analysis are difficult to understand. Although, the validity of the above observation need to be tested in similar other geo-environments.

This research therefore outlines the obvious limitations of medium-scale landslide hazard and risk estimation and simultaneously outlines the necessary steps for similar studies in a geo-environment where historical records of past landslide events are either incomplete or scarce, such as in India. Therefore, the research recommends that the first and foremost steps for successful implementation of such studies is to maintain a continuous landslide event record in future with recording of date(s) of events, landslide type, location of affected area, damage, if any along with the intensity and duration of the triggering factor by developing preferably an online national network. This research also recommends that predictive mapping for landslide susceptibility which remains to be the foremost step of any landslide hazard and risk analysis should be based on quantifying the spatial associations between spatial factors and landslide type under study instead of relying only on the heuristically-identified causal factors. Therefore, methods proposed in this research can be used as a reasonably-reliable framework or guidelines for future studies in similar landslide-prone areas of India.  
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Summary

Every year during monsoon large parts of the Indian mountains experience a substantial loss of properties and lives due to various types of landsliding events. For mitigating this disaster, predictive maps of landslide hazard and risk, preferably at medium scales (1:25,000 to 1:50,000) provide vital geo-information to the administrators/planners. Landslide hazard maps that are currently available in India are, at best, qualitative landslide susceptibility maps based mainly on the heuristic guidelines for quickly assessing large areas where landslides can occur. Due to the absence of suitable methods pertaining to the Indian geo-environment (e.g. the Himalayas), translating those maps into the actual expected impacts of landslides is a difficult task, which precludes the subsequent hazard and risk analysis. Therefore, the prime aim of this research is to propose an effective method for medium scale landslide hazard and risk analysis suitable for the Indian geo-environment which can be readily used by the public research Institutes/Organisations engaged in landslide research in India. The proposed method considered the variability and complexities of the one of the predominant landslide-prone terrains (e.g., the Darjeeling Himalayas) and the landsliding processes prevalent there, so that the aspects of variable controls of landsliding factors can be better understood and the potential adverse impacts of landslides to life and property can suitably be minimised. This proved challenging because landslide source data sets in India like many other countries are usually scarce and/or filled with incomplete information. 

Predictive mapping of landslide susceptibility still remains to be the first and foremost step for any hazard and risk analysis. This research demonstrated that due to variable terrain conditions and different landsliding processes, predictive mapping of landslide susceptibility based only on heuristic/subjective guidelines, where a specified number of factors and/or specified factor-weights are considered could be of limited use. In contrast, the empirical methods of landslide susceptibility can perform better and can easily be transformed into maps that are able to portray the actual impacts of landslide events. 

The empirical methods (e.g., statistical or mathematical) of landslide susceptibility mapping depend on two types of spatial associations: (a) spatial associations of individual spatial factors with historic landslides of a certain type; and (b) the relative importance of individual spatial factors with respect to one another in relation to landslide occurrences. Although, multivariate statistical methods can simultaneously model both the above two types of empirical spatial associations, yet some of the spatial factors selected and used by them according to certain (statistical) criteria are sometimes not representative of specific genetic processes associated with the type of landslides being studied. Whereas, bivariate statistical methods, although intuitive, can only model the first type of spatial association, and thereby, exhibit moderate prediction rates. Therefore this research demonstrates a suitable empirical method to study the spatial association to (a) select the most appropriate spatial factors that approximate realistic genetic associations with landslides of a certain type, and (b) objectively determine the importance of every spatial factor with respect to the others in relation to the landslide type under study and combine them using the multivariate methods. The proposed empirical technique can interactively and iteratively augment the empirical model processes that estimate susceptibility, which is subsequently used to prepare the landslide hazard and risk maps. 
Scarcity of information on past landslides acts as a serious deterrent in correctly predicting the landslide hazard scenarios and thereby affects the quantitative risk assessment because quantitative landslide hazard and risk analysis requires the availability of sufficient historical landslide information in order to correctly estimate the spatial, temporal and magnitude probabilities. This could be another main reason why landslide scientists in India rely more on susceptibility maps to do a qualitative landslide impact assessment. Despite the above unavoidable constraints, this research proposes suitable methods for the determination of temporal and magnitude probabilities of landsliding events by generating and using event-based landslide inventory maps prepared with the available source datasets. Thus, this research presented a method for quantitative landslide hazard and risk analysis, by generating a series of landslide hazard scenario maps based on the magnitude of triggering events and landslide event-days from a continuous record of 40 years (1968-2007), and to study and analyse their corresponding variation in landslide density and temporal likelihoods. Based on the above plausible landslide hazard scenarios, this research presents suitable methods of medium-scale (1:25,000) landslide risk estimation with varying levels of uncertainty in expected loss assessment to buildings, population, and roads. The varying levels of uncertainty in such loss assessment were caused due to the obvious limitations in the past landslide and its damage data. With the above, the present research addresses the fact that in literature, not much research on landslide hazard and risk estimation in a data-scarce environment is available, where varying levels of uncertainties that are expected to propagate in quantitative landslide hazard and risk assessment are shown.

This research recommends that the predictive mapping for landslide susceptibility which remained to be the foremost step of any landslide hazard and risk analysis should be based on quantifying the spatial associations between spatial factors and the landslide type under study instead of relying solely on the heuristically or subjectively identified causal factors and its pre-defined weights and further, to lessen the uncertainty in hazard and risk estimation, this research demonstrates that maintaining a continuous landslide event database for use in future are of prime necessity. 
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Table 6.4.  Matrix of pairwise ratings of relative importance of predictors of susceptibility to Sh_rs occurrence based on pairwise comparison of PR values (Table 6.3). A value of >1 means that a predictor in the first column is ‘more important’ than a predictor in the first row, whereas a value of <1 that means a predictor in the first column is ‘less important’ than a predictor in the first row. For explanations of predictor symbols, see caption of Table 6.2
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Fig. 7.8. Risk map showing spatial �distribution of likely losses of affected buildings based on 50-year period due to different landslide hazard scenarios. (a) Risk map showing minimum losses based on minimum temporal and spatial probabilities; (b) risk map showing maximum losses based on maximum temporal and spatial probabilities and, (c) risk map showing extreme losses using maximum landslide density and including the probable extreme events.





Fig. 7.1. Map showing major elements-at-risks of the study area. (a) Distribution showing building density� (No/100 m2), (b) distribution showing population density �(No/100 m2) and (c) major road networks.








Fig. 5.2 Map of Area A and Area B showing locations of fabric (orientation) measurements, mapped thrusts/faults/fractures and boundaries of 12 interpreted structural domains. Also shown for individual domains are equal-area projection nets and uni-directional rose plots (5º-intervals of strike directions) of faults/fractures. For each domain, Table 5.4 for vector statistics (mean orientation, spherical aperture and confidence cone) of measured fabric orientations of each discontinuity set and Table 5.3 for strikes of the mapped faults/fractures.





Fig. 4.5 Sub-areas (in grey) defined by distances (d) toward west and east from the Main Central Thrust and corresponding trends of N pairs of 2nd-order nearest neighbor Sh_rs Fry points. 2ONND means the average 2nd-order nearest neighbor distance used to select Fry points for analysis.











Table 6.4.  Matrix of pairwise ratings of relative importance of predictors of susceptibility to Sh_rs occurrence based on pairwise comparison of PR values (Table 6.3). A value of >1 means that a predictor in the first column is ‘more important’ than a predictor in the first row, whereas a value of <1 that means a predictor in the first column is ‘less important’ than a predictor in the first row. For explanations of predictor symbols, see caption of Table 6.2





Table 6.5.  Estimated eigenvectors of pairwise rating matrix (Table 6.4) and weights of predictors of susceptibility to Sh_rs occurrence. For explanation of predictor symbols, see Table 6.2. The selected predictors and their corresponding integer weights are marked with bold fonts.











Fig   6.6.	 Predictive Model-1 (based on 14 selected and weighted predictors) and Model-4 (backward stepwise LR) of susceptibility to occurrence of Sh_rs. (a) Success and prediction rate curves of Model-1. (b) Map of classified susceptibility to occurrence of Sh_rs obtained via Model-1. (c) Success and prediction rate curves of Model-4 (backward stepwise LR). (d) Map of classified susceptibility to occurrence of Sh_rs obtained via Model-4. 








Table 6.6. Estimation of consistency vector (CV), consistency index (CI) and consistency ratio (CR) for judgment of consistency of pairwise importance ratings of predictors (Table 6.4). Cell value per predictor is product of eigenvector and corresponding fractional predictor weight (Table 6.5). For explanation of predictor symbols, see Table 6.2.





Fig. 2.3. Landslide susceptibility map of Area 2 according to (a) the BIS method and (b) the WofE method.
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